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Abstract. We study the boundary behavior of any limit-interface arising
from a sequence of general critical points of the Allen-Cahn energy functionals

on a smooth bounded domain. Given any such sequence with uniform energy

bounds, we prove that the limit-interface is a free boundary varifold which is
integer rectifiable up to the boundary. This extends earlier work of Hutchinson

and Tonegawa on the interior regularity of such limit-interface. A key novelty

in our result is that no convexity assumption of the boundary is required and
it is valid even when the limit-interface clusters near the boundary. Moreover,

our arguments are local and thus works in the Riemannian setting. This work

provides the first step towards the regularity theory for the Allen-Cahn min-
max theory for free boundary minimal hypersurfaces, which was developed in

the Almgren-Pitts setting by the first-named author and Zhou.

1. Introduction

Let Ω ⊂ Rn, n ≥ 2, be a smooth bounded domain. For each small parameter
ε > 0, consider the Allen-Cahn energy functional arising from the van der Waals-
Cahn-Hilliard theory of phase transition [6]:

Eε(u) :=

∫
Ω

ε|∇u|2

2
+
W (u)

ε
(1.1)

where u : Ω → R belongs to the Sobolev space H1(Ω) = {u ∈ L2(Ω) : ∇u ∈ L2(Ω)}.
Here, W : R → R is a nonnegative double-well potential with strict minima at ±1
with W (±1) = 0. If u ∈ H1(Ω) is a critical point of Eε, by standard elliptic theory
u ∈ C3(Ω) and satisfies the Euler-Lagrange equation:{

−ε2∆u+W ′(u) = 0 in Ω
∂u/∂ν = 0 on ∂Ω

(1.2)

where ν is the outward (with respect to Ω) unit normal of ∂Ω. In the literature,
(1.2) is often known as the Allen-Cahn equation. This equation and its parabolic
counterpart (see e.g. [34]) account for important models in phase transitions and
evolution of antiphase boundaries [3].

There is an extensive literature on the semi-linear elliptic equation (1.2). Much
of the development was centered around a celebrated conjecture of De Giorgi con-
cerning entire (i.e. Ω = Rn) solutions. We refer the interested reader to an excellent
recent survey [7] about this conjecture and the recent developments.

The Allen-Cahn equation is closely related to the theory of minimal hypersur-
faces. This connection is particularly important when one considers the asymptotic
behavior of solutions to the Allen-Cahn equation as ε→ 0+. Heristically, the level
sets of solutions uε to the Allen-Cahn equation will converge in some sense to a
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sharp limit interface which is an embedded minimal hypersurface (which may pos-
sess singularity). For minimizing solutions, this was made precise using De Giorgi’s
Γ-convergence theory by Modica [31] and Kohn-Sternberg [24]. They further used
this idea to show the existence of stable solutions for (1.2) in two-dimensional
non-convex domains such as a dumbbell. The existence of unstable solutions in
two-dimensions was later studied by Kowalczyk [25]. Sternberg and Zumbrun in
[37] proved the connectivity of the phase boundaries in strictly convex domains.

The interior regularity of (1.2) has been treated in a series of important papers by
Padilla-Tonegawa [32], Hutchinson-Tonegawa [21], Tonegawa [41] and Tonegawa-
Wickramasekera [42]. We remark that these results are foundational in a recent
beautiful work of Guaraco [17] on the min-max theory for minimal hypersurfaces
in closed Riemannian manifolds using the Allen-Cahn approach. This approach is
especially successful when the ambient space has dimension two and three, as seen
in the beautiful work of Chodosh and Mantoulidis [29, 9, 8].

Although we have by now a rather satisfactory interior theory, much less is
known about the boundary behavior of (1.2) as ε → 0+. One major obstacle is
to understand the phenomenon of boundary concentration. When Ω is the unit
ball, Malchiodi, Ni and Wei [28] constructed radially symmetric solutions uε to
(1.2) whose interfaces clustered towards ∂Ω. Malchiodi and Wei [27] removed the
symmetry assumption and showed that such boundary clustering can occur for any
mean-convex domain Ω ⊂ Rn. These results show that the limit-interface can stick
to the boundary even when Ω is convex.

Our goal is to fill in this gap in the literature and, in subsequent works, to gener-
alize the Allen-Cahn min-max theory to the free boundary setting. More precisely,
in this paper we study the boundary behavior of the limit-interface arising from
general critical points of the Allen-Cahn energy functional Eε in (1.1), i.e. solutions
satisfying (1.2), subject only to a uniform energy bound. In particular, we do not
assume that uε is minimizing or stable. We show that the limit-interface is integer
rectifiable up to the boundary (i.e. when regarded as an (n − 1)-varifold in Rn).
Moreover, the limit varifold is stationary with free boundary, hence a critical point
of the area functional with respect to variations preserving the boundary ∂Ω as a
set (we note that a different Dirichlet boundary value problem, related to Plateau’s
problem, was recently studied by Guaraco and Lynch [18]) This provides the op-
timal regularity of the limit-interface up-to-the-boundary, extending the interior
regularity result of Hutchinson-Tonegawa [21] to the free boundary setting.

We now explain in more details what the key difficulties in extending the interior
regularity theory to the boundary are and how we overcome these new difficulties.
One of the main ingredients in the regularity theory for general critical points is an
almost monotonicity formula. The interior monotonicity-type formula was obtained
in [21, Proposition 3.4]. Using a maximum principle argument and a reflection
process as in [15], Tonegawa [39, Theorem 3.7] proved a global monotonicity formula
up to the boundary provided that Ω is convex. One of our main results is a boundary
monotonicity-type formula, Proposition 4.16, which differs from that of [39] in two
respects. First, our result is local and does not require the convexity of ∂Ω. Without
the convexity assumption, we can only established a weaker pointwise upper bound
(c.f. Proposition 4.10) for the discrepancy function compared to the interior case
[21, Proposition 3.3] and the global case in convex domains [39, Proposition 3.1].
Nonetheless, our weaker bound, when combined with suitable integral estimates



BOUNDARY BEHAVIOR OF LIMIT-INTERFACES 3

(c.f. Proposition 4.13), is sufficient to establish the desired local monotonicity
formula up to the boundary. We would like to point out that a similar upper
bound for the discrepancy function in the interior was also observed with variable
chemical potential lying in certain Sobolev spaces [40]. Second, the monotonicity
formula in [39] contains terms integrated on balls reflected across the boundary as
in [15], which sometimes make it more difficult to apply. Our monotonicity formula
does not involve any reflection and thus can be more readily used in applications.
Note that a similar monotonicity formula for free boundary stationary varifolds
was obtained by the first-named author with Guang and Zhou in [16]. It would
be possible—though we chose not to pursue it here—to use a reflection technique
similar to the one adopted in [15] and [39], and obtain a monotonicity formula
involving the energy density on balls reflected across the boundary, resembling that
of [39].

Without considering reflected balls, another technical difficulty is that our mono-
tonicity type formula only applies to balls that are either disjoint from the boundary
or centered exactly at the boundary. This makes the arguments much more delicate
when applying the monotonicity formula. For example, in contrast to the interior
theory [21], we can only establish uniform density ratio upper bound up to the
boundary but not the lower bound (c.f. Proposition 5.2). This is related to the
boundary clustering phenomena which is a major obstacle in our setting. Nonethe-
less, we can still prove the vanishing of the discrepancy measure (c.f. Theorem
5.4) which allows us to obtain control on the first variation of the limit interface.
Given the weaker control on the discrepancy function and the potential boundary
clustering phenomena, we carefully modify the arguments in [21] to establish the
up-to-the-boundary integer-rectifiability of the limit varifold.

The paper is organized as follows. In Section 2, we introduce the notations and
some preliminary results that will be used throughout the rest of the paper. We
then state our assumptions and the main result of this paper (Theorem 3.3) in
Section 3. In Section 4, we derive our key monotonicity-type formula and several
of its consequences. Much of the work is devoted to proving pointwise and integral
estimates on the discrepancy function. Using our monotonicity formula, we then
derive at the diffuse level (i.e. ε > 0) uniform bounds on the energy density
ratio for balls that are either centered at a boundary point or completely disjoint
from the boundary. In Section 5, we establish bounds on the density ratio for the
limit measure and prove the vanishing of discrepancy measure, which implies the
rectifiability of the limit interface. The last section, Section 6, shows further that
the limit interface is in fact an integral varifold up to the boundary.
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2. Notations and preliminaries

In this section, we introduce the notations and preliminary concepts that will be
used throughout the rest of this paper.

2.1. Ambient space. Let (M̃, g) be a smooth complete n-dimensional Riemannian
manifold without boundary. We use distg and ∇ to denote respectively the intrinsic

distance and Levi-Civita connection on M̃ induced by g. For any x ∈ M̃ , we

denote by expx the exponential map and injg(x) the injectivity radius of (M̃, g) at

x. We use Br(x) to denote the open geodesic ball of radius r centered at x ∈ M̃ .

For a given subset A ⊂ M̃ , we denote by 1A its indicator function; by A and A◦

respectively the closure and interior of A with respect to the topology on (M̃, g).
Moreover, we set injg(A) := infx∈A injg(x) and Ur(A) := ∪x∈ABr(x). For any linear

transformations A,B : TxM̃ → TxM̃ , we define the Frobenius (or Hilbert-Schmidt)
inner product and norm by

⟨A,B⟩g :=
n∑

i,j=1

AijBij and |A|g :=
√

⟨A,A⟩

where Aij , Bij are matrix components of A,B under an orthonormal basis of TxM̃
with respect to g. Moreover, ∥A∥g denotes the operator norm. We shall sometimes

use · to denote the inner product g on the tangent spaces of M̃ or omit the subscript
g when there is no ambiguity. Vectors and co-vectors are identified via the metric
g wherever necessary.

Throughout this paper (see Section 3.1), we assume (M̃, g) has positive injectiv-

ity radius injg(M̃) ≥ i0 > 0 and bounded sectional curvature, i.e. | sec
(M̃,g)

| ≤ k0,

for some constant k0 ≥ 0. The classical Hessian comparison theorem implies (see

[10, Lemma 7.1]) that the distance function r(·) = distg(·, x) from any x ∈ M̃
satisfies ∣∣∣∣Hess r(X,X)− 1

r
|X − (X · ∇r)∇r|2

∣∣∣∣ ≤√k0 (2.1)

provided that |X| = 1 and r < min{i0, 1√
k0
}. Taking the trace of (2.1) along

directions orthogonal to ∇r yields∣∣∣∣∆r − n− 1

r

∣∣∣∣ ≤ (n− 1)
√
k0. (2.2)

Moreover, the Bochner formula [10, Proposition 1.47] implies that for any smooth

function f on subsets of M̃ ,∣∣∣∣12∆|∇f |2 − |Hess f |2 −∇f · ∇(∆f)

∣∣∣∣ ≤ (n− 1)k0|∇f |2. (2.3)

On the other hand, by Rauch comparison theorem, there exists a constant r0 > 0
depending only on n and k0 such that for all r < min{r0, i0}, we have

1

2
ωnr

n ≤ Vol(Br(x)) ≤ 2ωnr
n, (2.4)

1

2
nωnr

n−1 ≤ Area(∂Br(x)) ≤ 2nωnr
n−1. (2.5)
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Here, ωk is the volume of the k-dimensional unit ball in Rk with respect to the
Euclidean metric.

Let Gx(n, k) be the space of unoriented k-dimensional subspaces of TxM̃ . The
orthogonal complement of S ∈ Gx(n, k) is denoted by S⊥ ∈ Gx(n, n − k). For

a ∈ TxM̃ , a ⊗ a : TxM̃ → TxM̃ is the matrix with components aiaj with respect
to an orthonormal basis. For S ∈ Gx(n, k), we identify S with the corresponding

orthogonal projection of TxM̃ onto S. In the case of k = n − 1, we also identify

S ∈ Gx(n, n − 1) with the unit vector ±N ∈ TxM̃ which is perpendicular to S.
Note that we may express the relation by S = I−N⊗N where I is the identity map

on TxM̃ . The correspondence is a homeomorphism with respect to the naturally
endowed topologies on Gx(n, n− 1) and Sn−1/{±1}.

2.2. Boundary geometry. Let Ω ⊂ M̃ be an open and connected domain with
smooth non-empty boundary ∂Ω, whose outward unit normal is denoted by ν. As
in [5], we define the local interior ball curvature at x ∈ ∂Ω by

ZΩ(x) := sup
y∈∂Ω,0<distg(x,y)≤ 1

2 injg(M̃)

(
−2 exp−1

x (y) · ν(x)
distg(x, y)2

)
where exp−1

x (y) is regarded as a vector in TxM̃ emanating from the origin. One can
similarly define the local exterior ball curvature ZΩ(x) by considering the infimum

instead. When (M̃, g) is Rn, this agrees with the notion of (global) interior and
exterior ball curvature as given in [4] (c.f. [20]). By considering y → x, it is
clear that ZΩ(x) ≤ λ1(x) ≤ · · · ≤ λn−1(x) ≤ ZΩ(x) where λi(x) are the principal
curvatures of ∂Ω at x with respect to the normal ν. Note that ZΩ = ZΩ = 0 when
Ω is a half space in Rn.

We will always assume that Ω has bounded ball curvatures, i.e. max{|ZΩ|, |ZΩ|} ≤
κ0 for some constant κ0 ≥ 0. Therefore, the signed distance function d(·) =
distg(·, ∂Ω), with d > 0 in Ω, is smooth in the tubular neighborhood U 1

2κ0

(∂Ω)

satisfying the following 1 :

|∇d| = 1, Hess d(∇d, ·) = 0 and ∥Hess d∥ ≤ C1 (2.6)

where C1 > 0 is a constant depending only on n, k0 and κ0. Moreover, for any
x ∈ ∂Ω, the radial distance function r(·) = distg(·, x) restricted to ∂Ω satisfies

|r∇r · ν| ≤ κ0
2
r2 (2.7)

provided that r < 1
2 injg(M̃). This follows from the definition and the observation

that exp−1
x y is the parallel transport of r∇r at y back to x along a radial geodesic.

It is also easily seen from the definition that there exists a constant r1 > 0 depending
only on n, k0 and κ0 such that for any x ∈ ∂Ω, r < min{r1, i0}, we have

1

3
ωnr

n ≤ Vol(Br(x) ∩ Ω) ≤ 2

3
ωnr

n, (2.8)

1

3
nωnr

n−1 ≤ Area(∂Br(x) ∩ Ω) ≤ 2

3
nωnr

n−1.

1See [14, Appendix 14.6] for the calculations in Rn. The Riemannian case follows from standard
Jacobi field estimates.



6 MARTIN LI, DAVIDE PARISE, AND LORENZO SARNATARO

2.3. Functions, vector fields and measures. Let U ⊂ M̃ be an open subset.
We use Cc(U) to denote the space of real-valued continuous functions on U with
compact support; Lp(U) to denote the space of functions on U which are in Lp

with respect to the volume measure dvg on (M̃, g). For any subset A ⊂ M̃ , we let
Ck(A) be the space of all functions defined on A which can be extended to a Ck

function on an open subset U ⊂ M̃ containing A. We will use f+ := max{f, 0}
and f− := max{−f, 0} to denote respectively the positive and negative part of a
real-valued function f .

Let Xc(U) be the space of smooth, compactly supported vector fields on U ; and
Xtanc (U) be the subspace consisting of all X ∈ Xc(U) such that X(x) ∈ Tx∂Ω for
all x ∈ ∂Ω ∩ U . Note that Xtanc (U) = Xc(U) if ∂Ω ∩ U = ∅. A function u ∈ L1(U)
is said be in BV (U) (see [13], and also [30] in the Riemannian setting) if

sup

{∫
U

udivgX dvg : X ∈ Xc(U), |X| ≤ 1

}
< +∞

where divg is the divergence operator with respect to g. For any u ∈ BV (U),
we use Du to denote its distributional derivative which is a vector-valued Radon
measure on U . The variation measure is then denoted by ∥Du∥. A subset A ⊂ U
is said to have finite perimeter in U if 1A ∈ BV (U), and we call ∥∂A∥ := ∥D1A∥
the perimeter measure and ∥∂A∥(U) := ∥D1A∥(U) the perimeter of A in U . We
use ∂∗A to denote the reduced boundary and ν∂∗A the generalized outward normal
(c.f. [13, Section 5.7]). These concepts can be defined locally, as in [13, Definition
5.2].

For any 0 ≤ k ≤ n, the k-dimensional Hausdorff measure on (M̃, g) is denoted by

Hk. Note that Hn agrees with the volume measure dvg on (M̃, g). Given a subset
A ⊂ U and a measure µ on U , the restriction of µ to A is denoted by µ A. For any
Radon measure µ on U and ϕ ∈ Cc(U) we often write µ(ϕ) for

∫
ϕdµ. A sequence

{µi}i∈N of Radon measures on U is said to converge (in the weak-∗ topology) to a
Radon measure µ on U if µi(ϕ) → µ(ϕ) for all ϕ ∈ Cc(U). We will denote this weak
convergence by µi → µ. We omit dµ if µ is the volume measure dvg. We write sptµ
for the support of µ, which is the smallest relatively closed subset V ⊂ U such that
µ(U \ V ) = 0. Thus x ∈ sptµ if and only if µ(Br(x)) > 0 for all r > 0. For any
x ∈ U , we denote the k-dimensional density of µ at x as

Θk(µ, x) := lim
r→0

µ(Br(x))

ωkrk

provided that the limit exists. Clearly Θk(µ, x) = 0 for all x /∈ sptµ. Therefore, we
often regard Θk(µ, ·) as a function defined on sptµ.

2.4. Varifolds. We recall some definitions from geometric measure theory and refer
the readers to the standard references [2, 36] for more details. A nice description of
varifolds in Riemannian manifolds without using isometric embedding can be found
in [35]. We shall only consider codimension one varifolds in this paper.

For any open set U ⊂ M̃ , let G(U) := ∪p∈UGp(n, n − 1). A general varifold in
U is a Radon measure on G(U). We denote the set of all general varifolds in U
by Vn−1(U), equipped with the weak topology. For V ∈ Vn−1(U), let ∥V ∥ be the
weight of V , which is the Radon measure on U defined by

∥V ∥(ϕ) :=
∫
G(U)

ϕ(x) dV (x, S), ∀ϕ ∈ Cc(U).
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We say V ∈ Vn−1(U) is rectifiable if there exists an Hn−1-measurable, countably
(n− 1)-rectifiable subset Σ ⊂ U and a locally Hn−1-integrable function Θ defined
on Σ such that

V (ϕ) =

∫
Σ

ϕ(x, TxΣ) Θ(x)dHn−1(x) ∀ϕ ∈ Cc(G(U)).

Here TxΣ ∈ Gx(n, n− 1) is the unique approximate tangent space of Σ at x which
existsHn−1-a.e. on Σ. Note that Θn−1(∥V ∥, x) = Θ(x) for any such x. A rectifiable
varifold V is uniquely determined by its weight ∥V ∥ = ΘHn−1 Σ through the
formula above. For this reason, we naturally say a Radon measure µ on U is
rectifiable when one can associate a rectifiable varifold V such that ∥V ∥ = µ. If
Θ(x) ∈ N for Hn−1-a.e. x ∈ Σ, we say V is integer rectifiable or an integral varifold.
The set of all integral varifolds in U is denoted by IVn−1(U). We say that V is a
unit density varifold if Θ(x) = 1 for ∥V ∥-a.e. x.

For V ∈ Vn−1(U) let δV be the first variation of V , namely,

δV (X) :=

∫
G(U)

⟨∇X(x), S⟩g dV (x, S) ∀X ∈ Xc(U).

We also denote the total variation of δV by ∥δV ∥. If ∥δV ∥ is a Radon measure on U
(i.e. V has locally bounded first variation on U), we may apply the Radon-Nikodym
theorem to δV with respect to ∥V ∥. Writing the singular part of ∥δV ∥ with respect
to ∥V ∥ as σV , we have a ∥V ∥-measurable vector field H, a ∥δV ∥-measurable vector
field η with |η| = 1 ∥δV ∥-a.e., and a Borel set Z ⊂ U such that ∥V ∥(Z) = 0 and

δV (X) = −
∫
U

X(x) ·H(x) d∥V ∥(x) +
∫
Z

X(x) · η(x) dσV (x) (2.9)

for all X ∈ Xc(U). We call H the generalized mean curvature vector, η the gener-
alized outward co-normal, σV the generalized boundary measure, and Z the gener-
alized boundary of V .

To study the boundary behavior, we shall also need the notion of free-boundary
varifolds introduced in [12, Section 3] (see also [11, Definition 2.4]). Given a
smoothly embedded hypersurface S ⊂ U oriented by the normal νS , a varifold
V ∈ Vn−1(U) is said to have free boundary in S if there exists a ∥V ∥-measurable
vector fieldHT which is locally integrable with respect to ∥V ∥ andHT (x)·νS(x) = 0
for ∥V ∥-a.e. x ∈ S, satisfying

δV (X) = −
∫
U

X(x) ·HT (x) d∥V ∥(x)

for all X ∈ Xc(U) with X · νS = 0 on S. Note that we use the notation HT to
distinguish it from the generalized mean curvature vector H defined in (2.9). In
fact, if H exists, then HT is the tangential part of H along S (see [12, Definition
3.0.3]). It was shown in [11, Corollary 4.7] 2 that any such free-boundary varifold
with HT ∈ L1

loc with respect to ∥V ∥ has locally bounded first variation in U . By
[12, Proposition 3.2], an integral varifold V ∈ IVn−1(U) has free boundary in S if
and only if V has locally bounded first variation in U , and the generalized boundary
measure σV is supported in S, and η = νS at σV -a.e. x ∈ Z. For our case at hand,
we will mostly take S = ∂Ω.

2Although the statement was presented for varifolds in Euclidean space, the arguments there
are local and hence the proof carries over to the Riemannian setting.
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2.5. Double-well potential. We fix a double-well potential W : R → R which is
a non-negative smooth function satisfying the following:

• W (±1) =W ′(±1) = 0,
• W has a unique local non-degenerate maxima at γ ∈ (−1, 1),
• there exist some α ∈ (0, 1) and κ ∈ (0, 1) such that W ′′(t) ≥ κ for all
|t| ≥ α.

We also define the energy constant:

h0 :=

∫ 1

−1

√
2W (s) ds.

Remark 2.1. A common choice of the double-well potential is given by W (s) =
1
4 (1− s2)2 with the unique local maxima at γ = 0. Note that our definition of the
constant h0 differs from [21, 17] (denoted by σ there) by a factor of 2 but agrees
with that in [23]. Some of our results established in this paper actually hold for
more general potentials with multiple wells, such as those treated in [39].

2.6. Constants and cutoffs. We shall use the convention that C(α, β, γ, . . . ) de-
notes a positive constant (which may change from line to line) that depends only on
the parameters α, β, γ, . . . . Throughout this paper, we fix a smooth cutoff function
χ : [0,∞) → [0,∞) such that

• χ(s) = s for s ∈ [0, 1],
• χ(s) = 2 for s ≥ 4,
• 0 ≤ χ′(s) ≤ 1 and 0 ≤ −χ′′(s) ≤ 1/2 for all s.

For any constant a > 0, we denote χa : [0,∞) → [0,∞) to be the rescaled cutoff
function χa(s) := aχ(a−1s). Note that 0 ≤ χ′

a ≤ 1 and 0 ≤ −χ′′
a ≤ a−1/2

everywhere.

3. Assumptions and main results

3.1. Assumptions. From now on, we will assume the following for the rest of

the paper unless stated otherwise. Let (M̃, g) be a smooth complete Riemannian
manifold with

• injectivity radius lower bound injg(M̃) ≥ i0 > 0 and
• sectional curvature bound | sec

(M̃,g)
| ≤ k0 for some k0 ≥ 0;

and Ω ⊂ M̃ be an open domain with smooth non-empty boundary ∂Ω such that

• Ω has bounded ball curvatures max{|ZΩ|, |ZΩ|} ≤ κ0 for some κ0 ≥ 0.

The outward unit normal of ∂Ω is denoted by ν. We also fix a bounded open set

U ⊂ M̃ with Lipschitz boundary. Suppose we have

• a sequence {εi}∞i=1 of positive real numbers εi → 0;
• a sequence {λi}∞i=1 of real numbers such that |λi| ≤ Λ0 for all i;
• a sequence {ui}∞i=1 of smooth functions on Ω ∩ U with ∥ui∥L∞ ≤ C0 and
Eεi(ui) ≤ E0 satisfying the (volume-constrained) Allen-Cahn equation

−εi∆ui +
W ′(ui)

εi
= λi in Ω ∩ U (3.1)

together with the homogeneous Neumann boundary condition

∂ui
∂ν

= 0 on ∂Ω ∩ U. (3.2)
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Remark 3.1. We can relax the a-priori regularity of ui to lie only inside certain
Sobolev spaces. The interior regularity for weak solutions to (3.1) follows from
standard elliptic PDE theory [14] while the boundary regularity along ∂Ω for weak
solutions to (3.1) and (3.2) follows from [1].

As in [21], after passing to a subsequence, ui converges a.e. and in L1 to some
u ∈ BV (Ω ∩ U) such that u = ±1 a.e.. Hence, {u = 1} and {u = −1} are sets of
finite perimeter in U ∩ Ω and we write M := ∂∗{u = 1} for the reduced boundary
of {u = 1} in Ω with outward-pointing unit normal νM (see [13, Section 5.7]).
Moreover, we have

∥∂{u = 1}∥(Ω ∩ U) =
1

2

∫
Ω∩U

|Du| ≤ E0

h0
. (3.3)

For each i, we define a Radon measure µi on U by

µi :=
1

h0

(
εi|∇ui|2

2
+
W (ui)

εi

)
dvg Ω ∩ U, (3.4)

and the associated varifold Vi ∈ Vn−1(U) by

Vi(ϕ) :=

∫
{|∇ui|≠0}

ϕ

(
x, I − ∇ui

|∇ui|
⊗ ∇ui

|∇ui|

)
dµi (3.5)

for ϕ ∈ Cc(G(U)). Note that as measures on U , both µi and Vi are supported in
U ∩Ω and ∥Vi∥ = µi {|∇ui| ≠ 0}. Moreover, the uniform energy bound Eεi(ui) ≤
E0 implies the uniform bound ∥Vi∥(U) ≤ E0/h0 and hence (after passing to a
subsequence) Vi converges as varifolds to some V ∈ Vn−1(U). The first variation
of Vi is given by (see [32])

δVi(X) =

∫
{|∇ui|≠0}

〈
∇X, I − ∇ui

|∇ui|
⊗ ∇ui

|∇ui|

〉
g

dµi (3.6)

for every X ∈ Xc(U).

3.2. Boundary behavior. As in [23], we can also consider the behavior of ui|∂Ω∩U .
First of all, we prove a useful lemma which gives a local bound for the Allen-Cahn
energy restricted to the boundary. This can be viewed as a localized version of [23,
Lemma 4.2].

Lemma 3.2. For any Ũ ⋐ U , there exists a constant C2 > 0 depending only on n,
k0, κ0, distg(Ũ , ∂U) such that∫

∂Ω∩Ũ

εi|∇ui|2

2
+
W (ui)

εi
dHn−1 ≤C2

∫
Ω∩U

εi|∇ui|2

2
+
W (ui)

εi

+ Λ0C0(C2dvg(Ω ∩ U) +Hn−1(∂Ω ∩ U)).

Proof. Let X ∈ Xc(U). By the calculations in [23, Lemma 4.1], we have

h0δVi(X) =

∫
Ω∩{|∇ui|≠0}

∇X ·
(

∇ui
|∇ui|

⊗ ∇ui
|∇ui|

)(
εi|∇ui|2

2
− W (ui)

εi

)
−
∫
Ω∩{|∇ui|=0}

(∇X · I)W (ui)

εi
+ λi

∫
Ω

ui divgX

+

∫
∂Ω

(
εi|∇ui|2

2
+
W (ui)

εi
− λiui

)
(X · ν)dHn−1.

(3.7)
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We choose a vector field X = −ζ∇(χa ◦ d) where d(·) := distg(·, ∂Ω), a = (8κ0)
−1

and ζ ∈ Cc(U) is a smooth cutoff function such that ζ = 1 on Ũ ; 0 ≤ ζ ≤
1 and |∇ζ| ≤ 2

distg(Ũ,∂U)
. Note that X = ζν along ∂Ω ∩ U and ∥∇X∥L∞ ≤

C(n, k0, κ0,distg(Ũ , ∂U)) by (2.6). Moreover, by (3.6), it is easily seen that

|h0δVi(X)| ≤ ∥∇X∥L∞

∫
Ω∩U

εi|∇ui|2

2
+
W (ui)

εi
.

Combining this and by examining each of the terms on the right hand side of (3.7),
we have the desired inequality using the that ∥ui∥L∞ ≤ C0 and |λi| ≤ Λ0. □

By the same arguments as in [21] (c.f. [23, Theorem 3.1]), using Lemma 3.2,
after passing to a subsequence, ui ∂Ω ∩ U converges a.e. and in L1

loc with respect
to Hn−1 to some ũ ∈ BVloc(∂Ω ∩ U) such that ũ = ±1 Hn−1-a.e.. Hence, {ũ = 1}
and {ũ = −1} are sets of locally finite perimeter in ∂Ω ∩ U . However, ũ may not
coincide with the trace of u on ∂Ω ∩ U (see [23] and the discussions therein).

3.3. Main result. We are now ready to state the main result of this paper.

Theorem 3.3. Under the assumptions and notations given in Section 3.1, after
possibly passing to a subsequence, we have

• λi → λ,
• ui → u a.e. and in L1(Ω ∩ U) with respect to dvg,
• ui ∂Ω ∩ U → ũ a.e. and in L1

loc(∂Ω ∩ U) with respect to Hn−1,
• Vi → V as varifolds in U ,

where λ ∈ R, u ∈ BV (Ω ∩ U), ũ ∈ BVloc(∂Ω ∩ U) and V ∈ Vn−1(U). Moreover,
the following statements are true:

(1) (Equipartition of energy) For each ϕ ∈ Cc(U),

1

2
∥V ∥(ϕ) = lim

i→∞

1

h0

∫
Ω∩U

εi|∇ui|2

2
ϕ = lim

i→∞

1

h0

∫
Ω∩U

W (ui)

εi
ϕ.

(2) (Uniform convergence away from limit interface) M = ∂∗{u = 1} ⊂
spt ∥V ∥∩Ω and ui → ±1 locally uniformly on (Ω∩U) \ spt ∥V ∥ as i→ ∞.
For each b ∈ (0, 1), the subsets {|ui| ≤ 1 − b} locally converges in the
Hausdorff sense to spt ∥V ∥ inside Ω ∩ U as i→ ∞.

(3) (Regularity of limit interface) V ∈ IVn−1(U) with density

Θ(x) =

{
odd for Hn−1-a.e. x ∈M,
even for Hn−1-a.e. x ∈ (spt ∥V ∥ ∩ Ω) \M.

In other words, V is integer rectifiable up to the boundary ∂Ω even when
∥V ∥(∂Ω) > 0.

(4) (Variational property of limit interface) V has free boundary in ∂Ω∩U with

HT (x) =

{ 2λ
h0Θ(x)νM (x) for Hn−1-a.e. x ∈M,

0 for Hn−1-a.e. x ∈ spt ∥V ∥ \M.

Moreover, sptσV ⊂ ∂Ω ∩ U and η(x) = ν(x) for σV -a.e. x on the general-
ized boundary of V .

Remark 3.4. When U ⊂ Ω, Theorem 3.3 reduces to the interior regularity result in
[21] (see also [17, 29] for the adaption to the Riemannian setting).
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Remark 3.5. One key conclusion of Theorem 3.3 is that the limit interface V is
integer-rectifiable up to the boundary ∂Ω. To the best of the authors’ knowledge, the
boundary behavior is only partially treated under further restrictive assumptions.
For example, the first three conclusions in Theorem 3.3 were obtained in [39] in
the case of convex Euclidean domains. In their recent work [23], Kagaya-Tonegawa
considered the more general Allen-Cahn functional with boundary contact energy
and studied the boundary behavior of the limit interface under the assumption
of vanishing discrepancy measure. In this paper, we prove, in the case of zero
boundary contact energy, the vanishing of the discrepancy measure without any
convexity assumption on ∂Ω, even when boundary concentration of ∥V ∥ occurs.
We will address the more general case with boundary contact energy in a future
work.

Remark 3.6. As in [38, 40], one can consider variable chemical potentials lying in
suitable Sobolev spaces instead of constants on the right hand side of (3.1). We
will treat this in a forthcoming work and study the validity of the Gibbs-Thomson
law as in [33].

Remark 3.7. By [11, Theorem 1.3], we can conclude that the (n − 2)-dimensional
part of the generalized measure σV

¬ {x|Θn−2
∗ (σV , x) > 0} is (n − 2)-rectifiable. It

would be interesting to study more refined regularity and singular structure of the
full generalized measure σV , which is highly non-trivial due to the lack of a suitable
monotonicity formula (c.f. [39, Section 4]). We will address this in future work.

4. Monotonicity formula and consequences

Let (M̃, g) and Ω, U ⊂ M̃ be as given in Section 3.1. Throughout this section,
we assume u ∈ C∞(Ω ∩ U) is a solution to

−ε∆u+
W ′(u)

ε
= λ in Ω ∩ U , (4.1)

∂u

∂ν
= 0 on ∂Ω ∩ U, (4.2)

where ϵ ∈ (0, 1), |λ| ≤ Λ0, ∥u∥L∞ ≤ C0 and Eε(u) ≤ E0. We define the energy
density eϵ(u) and discrepancy function ξε(u) respectively by

eε(u) :=
ε|∇u|2

2
+
W (u)

ε
(4.3)

and

ξε(u) :=
ε|∇u|2

2
− W (u)

ε
. (4.4)

Our first goal is to prove an almost-monotonicity inequality (c.f. [17, Appendix
B]) of the form:

d

dρ

(
ecρρ−(n−1)

∫
Bρ(x)∩Ω

eε(u)

)
≥ ecρρ−(n−1)

∫
Bρ(x)∩Ω

−(ξε(u))
+

for some c > 0 and all sufficiently small ρ. Next, we establish up-to-the-boundary
estimates, in both pointwise and integral forms, for u and ξε(u). Together with
the almost-monotonicity inequality, these estimates allow us to control the energy
density ratio

Iε,u(r, x) :=
1

ωn−1rn−1

∫
Br(x)∩Ω

eε(u) (4.5)
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which will be instrumental in deriving the regularity of the limit interface in later
sections.

4.1. Almost monotonicity formula. Recall that the monotonicity formula for
minimal surfaces is obtained by applying the first variation formula for the area
functional with (suitably truncated) radial test vector fields. In the Allen-Cahn
setting, the almost monotonicity formula (which can be viewed as an ε-version of the
monotonicity formula for minimal surfaces) can be obtained by similar arguments.
The following Pohozaev identity plays the role of the first variation formula in this
regard.

Lemma 4.1 (Pohozaev identity). Let u ∈ C2(Ω∩U) be a solution to the semilinear
equation ∆u = F (u) in Ω∩U where F = G′ for some smooth function G : R → R.
For any X ∈ Xc(U), we have∫

Ω∩U

[(
|∇u|2

2
+G(u)

)
divgX −∇X(∇u,∇u)

]
dvg

=

∫
∂Ω∩U

[(
|∇u|2

2
+G(u)

)
(X · ν)− (∇u ·X)

∂u

∂ν

]
dHn−1.

(4.6)

Proof. Multiply both sides of the equation ∆u = F (u) by X ·∇u and then integrate
by part twice (see [43, Lemma 9] for a similar calculation). □

For the Allen-Cahn equation (4.1), we choose G(t) = ε−2W̃ (t) where

W̃ (t) :=W (t)− ελt+ εΛ0C0.

Note that the constant term εΛ0C0 is there simply to ensure that W̃ (u) ≥ 0 under
our assumptions. For this choice of G and using the Neumann boundary condition
(4.2), the Pohozaev identity (4.6) reads∫

Ω∩U

[(
ε|∇u|2

2
+
W̃ (u)

ε

)
divgX − ε∇X(∇u,∇u)

]
dvg

=

∫
∂Ω∩U

(
ε|∇u|2

2
+
W̃ (u)

ε

)
(X · ν) dHn−1.

(4.7)

We define ẽε(u), ξ̃ε(u) and Ĩε,u(r, x) as in (4.3), (4.4) and (4.5) similarly with

W replaced by W̃ . We will first establish the almost monotonicity formula for Ĩε,u
from which the corresponding almost monotonicity formula for Iε,u follows.

For the purpose of making the test vector fields compactly supported, we let
φ : R → R be any smooth decreasing cutoff function such that φ(t) = 1 for t ≤ 1

2

and φ(t) = 0 for t ≥ 1. For any x ∈ M̃ and 0 < ρ < injg(x), the function

φ
(

distg(x,·)
ρ

)
is a smooth function which is compactly supported inside Bρ(x).

From now on, we fix x ∈ U ∩ Ω and denote r(·) := distg(x, ·). For any 0 < ρ <
min{distg(x, ∂U), i0}, we consider the test vector field X ∈ Xc(U) defined by

X := φ

(
r

ρ

)
r∇r
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which is a truncated radial vector field centered at x supported inside Bρ(x). When
ρ < 1√

k0
, a direct computation together with (2.1) and (2.2) gives∣∣∣∣divgX(x)−

(
nφ+

r

ρ
φ′
)∣∣∣∣ ≤ (n− 1)

√
k0rφ

and ∣∣∣∣∇X(∇u,∇u)−
(
|∇u|2φ+

r

ρ
(∇u · ∇r)2φ′

)∣∣∣∣ ≤√k0r|∇u|2φ
where φ and φ′ are both evaluated at rρ by abuse of notation. Observing the relation

ρ
d

dρ

[
φ

(
r

ρ

)]
= − r

ρ
φ′
(
r

ρ

)
.

and plugging the above estimates into the left hand side of the Pohozaev identity
(4.7), we obtain the inequality

d

dρ

[
ρ−(n−1)

∫
Ω∩U

ẽε(u)φ

]
− ρ−(n−1) d

dρ

[∫
Ω∩U

ε(∇u · ∇r)2φ
]
+ ρ−n

∫
Ω∩U

ξ̃ε(u)φ

≥− (n+ 1)
√
k0

[
ρ−(n−1)

∫
Ω∩U

ẽε(u)φ

]
− ρ−(n−1)

∫
∂Ω∩U

ẽε(u)|∇r · ν|φ dHn−1.

(4.8)
Note that we have used the fact that r ≤ ρ in the support of φ and ε|∇u|2 ≤ 2ẽε(u).
We would like to consider two separate cases:

• Case 1: x ∈ Ω ∩ U and Bρ(x) ⋐ Ω ∩ U ;
• Case 2: x ∈ ∂Ω ∩ U Bρ(x) ⋐ U .

In the first case, there is no boundary term as Bρ(x) ∩ ∂Ω = ∅. We obtain the
following interior almost-monotonicity inequality (c.f. [17, Appendix B]), which
reduces to [21, Lemma 3.1] when k0 = 0.

Lemma 4.2 (Interior almost-monotonicity inequality). For any x ∈ Ω ∩ U and
0 < ρ < min{i0, 1√

k0
} such that Bρ(x) ⋐ Ω ∩ U , we have

d

dρ

[
e(n+1)

√
k0ρρ−(n−1)

∫
Bρ(x)

ẽε(u)

]
≥ e(n+1)

√
k0ρρ−n

∫
Bρ(x)

−ξ̃ε(u). (4.9)

Proof. It follows directly from (4.8) by dropping the non-negative term and the
boundary term. Finally, we let φ→ 1(−∞,1). □

For the second case, we need to handle the extra boundary term in (4.8). The
following lemma allows us to rewrite the boundary term in terms of an interior
integral (and its derivative).

Lemma 4.3. For any x ∈ ∂Ω∩U and 0 < ρ < min{i0, 1
2κ0

} such that Bρ(x) ⋐ U ,
we have∫

∂Ω∩Bρ(x)

ẽε(u) dHn−1 ≤ (n+ 1)C2

∫
Ω∩Bρ(x)

ẽε(u) + 6
d

dρ

[∫
Ω∩Bρ(x)

ẽε(u)

]
.

Proof. Let φ be the radial cutoff function centered at x as defined before. For any
0 < ρ < min{distg(x, ∂U), 1

2κ0
}, we can consider the test vector field X ∈ Xc(U)

defined by

X = −φ
(
r

ρ

)
∇d
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where d is the signed distance function from ∂Ω as defined in section 2.2. Note
that X is smooth and compactly supported in Bρ(x) with X · ν = φ along ∂Ω. By
(2.6), we have the following estimates:

divgX ≤ (n− 1)C1φ− 1

ρ
φ′

and

−ε∇X(∇u,∇u) ≤
(
C1φ− 1

ρ
φ′
)
ε|∇u|2.

Putting all these into the Pohozaev identity (4.7), noting that r ≥ ρ
2 in the support

of φ′ and ε|∇u|2 ≤ 2ẽε(u), and then letting φ → 1(−∞,1), we obtain the desired
inequality. □

We are now ready to establish the almost-monotonicity inequality centered at a
boundary point x ∈ ∂Ω.

Lemma 4.4 (Boundary almost-monotonicity inequality). There exists a constant

c1 = c1(n, k0, κ0) ≥ 0

so that the following holds: for any x ∈ ∂Ω ∩ U and 0 < ρ < 1
2 min{i0, 1

κ0
} such

that Bρ(x) ⋐ U , we have

d

dρ

[
ec1ρρ−(n−1)

∫
Ω∩Bρ(x)

ẽε(u)

]
≥ ec1ρ

1 + 3κ0ρ
ρ−n

∫
Ω∩Bρ(x)

−ξ̃ε(u). (4.10)

Proof. First of all, note that by (2.7), we have the following estimate on the bound-
ary term of (4.8) for any ρ < 1

2 i0,

ρ−(n−1)

∫
∂Ω∩Bρ(x)

ẽε(u)|∇r · ν| dHn−1 ≤ κ0
2
ρ−(n−2)

∫
∂Ω∩Bρ(x)

ẽε(u) dHn−1.

On the other hand, Lemma 4.3 implies that when ρ < min{i0, 1
2κ0

}, we have the
inequality

6ρ
d

dρ

[
ρ−(n−1)

∫
Ω∩Bρ(x)

ẽε(u)

]
≥ρ−(n−2)

∫
∂Ω∩Bρ(x)

ẽε(u) dHn−1

− [(n+ 1)C1ρ+ 6(n− 1)]ρ−(n−1)

∫
Ω∩Bρ(x)

ẽε(u).

Putting it back to (4.8), using ρκ0 <
1
2 , after letting φ→ 1(−∞,1) and rearranging

terms gives the desired inequality with c1 = n+1
4 C1 + 3(n− 1)κ0. □

Remark 4.5. As noted in the Introduction, it would be possible to mimic the ap-
proach of [15] and [39], by reflecting across the boundary ∂Ω, and prove an almost-
monotonicity inequality for the sum of the energy density ratio on a ball centered
in Ω and its reflection. We chose, for the sake of simplicity, to avoid reflection
across the boundary entirely, and consider balls that are either disjoint from ∂Ω,
or centered at points lying on ∂Ω, as in [16].
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4.2. Auxiliary estimates. We first derive some a-priori estimates for any solution
u to (4.1) and (4.2). These estimates hold locally uniformly in space up to the
boundary ∂Ω and uniformly in ε. We fix throughout this subsection an open subset
Ũ ⋐ U .

We begin with the C0-estimate. Our proof uses a maximum principle argument
similar to that in [21, Proposition 3.2], except that we have to include an extra
barrier term to prevent the extrema from occurring along the boundary.

Lemma 4.6 (Uniform C0 estimate). There exist constants

ε2 = ε2(Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

c2 = c2(Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) ≥ 1

such that for all 0 < ε < ε2, we have

∥u∥C0(Ω∩Ũ) ≤ 1 + c2ε < 2

Proof. Let x ∈ Ω ∩ Ũ and ρ < 1
6 min{i0, 1√

k0
, 1
κ0
,distg(x, ∂U)}. Denote r(·) :=

distg(x, ·). Inside the ball B3ρ(x) ⋐ U , we fix a smooth radial function ζ = ζ(r)
such that

• ζ = 1 + c2ε
2 inside Bρ(x);

• ζ = 1 + C0 on the annulus B3ρ(x) \B2ρ(x); and
• inside the ball B3ρ(x), we have by (2.2)

1 +
c2ε

2
≤ ζ ≤ 1 + C0, |∇ζ| ≤ 2C0ρ

−1, |∆ζ| ≤ C(n)C0ρ
−2

where c2 will be chosen later and then ε is sufficiently small so that c2ε < min{1, C0}.
We first claim that u ≤ 1 + c2ε on Bρ(x) ∩ Ω for all sufficiently small ρ by a

contradiction argument. Suppose we have supBρ(x)∩Ω u > 1 + c2ε. We divide into
two cases as before:

• Case 1: x ∈ Ω ∩ Ũ and B3ρ(x) ⋐ Ω ∩ U ;

• Case 2: x ∈ ∂Ω ∩ Ũ and B3ρ(x) ⋐ U .

For the first case, we consider as in [21, Proposition 3.2] the auxiliary function
f := u− ζ which is smooth inside B3ρ(x). One can verify

• f ≤ −1 along the boundary ∂B3ρ(x), and
• supB3ρ(x) f >

c2ε
2 > 0.

Therefore, f(x0) = supB3ρ(x) f > c2ε
2 at an interior maxima x0 ∈ B3ρ(x). By

maximum principle, at x0 we have

0 ≥ ε∆f =ε−1W ′(u)− λ− ε∆ζ

=ε−1 W ′(tu+ (1− t)ζ)|t=1
t=0 + ε−1W ′(ζ)− λ− ε∆ζ

≥ε−1f

∫ 1

0

W ′′(tu+ (1− t)ζ) dt− λ− ε∆ζ

≥c2κ
2

− λ− ε∆ζ,

Note that we have used that u > ζ ≥ 1 at x0 and the properties ofW in section 2.5.
If c2 ≥ 1 is sufficiently large, depending only on Λ0, C0, W , n, i0, k0, distg(Ũ , ∂U)
and distg(x, ∂Ω), we arrive at a contradiction.
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For the second case, we consider another auxiliary function

f := u− ζ +
4C0

ρ
χa ◦ d

where d(·) = distg(·, ∂Ω) and χ is the cutoff function defined in section 2.6 with
a = ερ

16C0
. One can again verify

• f ≤ −1 + ε
2 < − 1

2 along the boundary ∂B3ρ(x) ∩ Ω;
• supB3ρ(x)∩Ω f >

c2ε
2 > 0; and

• ∂f
∂ν ≤ −2C0ρ

−1 < 0 along B3ρ(x) ∩ ∂Ω.
Hence, supB3ρ(x)∩Ω f is again achieved by an interior maxima x0 ∈ B3ρ(x) ∩ Ω.

Applying the maximum principle at x0, a similar calculation as before (note that
we still have u ≥ 1 and ζ > 1 by our choice of a) gives

c2κ

2
≤ λ+ ε∆ζ +

1

2
max

t∈[1,1+C0]
W ′′(t)− 4εC0

ρ
∆(χa ◦ d).

By the definition of χa in section 2.6 and (2.6), we will again obtain a contradiction
when c2 is sufficiently large, depending only on Λ0, C0, W , n, i0, k0, κ0 and
distg(Ũ , ∂U). This proves the desired upper bound for u. The lower bound can be
obtained similarly by considering the auxiliary function f = u + ζ for Case 1 and
f = u+ ζ − 4C0

ρ χa ◦ d for Case 2. □

Using the C0-estimate in Lemma 4.6, one obtains up-to-the-boundary gradient
estimates by standard PDE theory of semi-linear elliptic equations.

Lemma 4.7 (Uniform gradient estimates). There exists a constant

c3 = c3(Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) ≥ 1

such that for all 0 < ε < ε2, we have the gradient estimate

∥ε∇u∥C0(Ω∩Ũ) ≤ c3. (4.11)

Proof. The interior gradient estimate can be found e.g. in [19, Proposition 2.19].
The boundary gradient estimates along ∂Ω follows e.g. from [44, Theorem 1.1] (c.f.
[45] for the extension to the Riemannian setting). □

We can actually obtain better estimates away from the transition region {|u| ≤
α} which imply that W (u)

ε is of order O(ε2η−1) for any η ∈ (0, 1).

Lemma 4.8 (Refined uniform C0 estimates away from the transition region). For
any η ∈ (0, 1), there exist constants

ε4 = ε4(η,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

c4 = c4(Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) ≥ 1

such that for all 0 < ε < ε4, x ∈ Ω∩Ũ and ε1−η ≤ r ≤ 1
6 min{i0, 1√

k0
, 1
κ0
,distg(x, ∂U)},

we have

(i) if u ≥ α on B3r(x) ∩ Ω, then 1− c4ε
η ≤ u ≤ 1 + c4ε on Br(x) ∩ Ω;

(ii) if u ≤ −α on B3r(x) ∩ Ω, then −1− c4ε ≤ u ≤ −1 + c4ε
η on Br(x) ∩ Ω.
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Proof. We only prove (i) as the arguments are the same for (ii). Let x ∈ Ω∩ Ũ and
r < 1

6 min{i0, 1√
k0
, 1
κ0
,distg(x, ∂U)}. Suppose u ≥ α on B3r(x) ∩ Ω. By Lemma

4.6, we have u ≤ 1+c2ε provided that ε < ε2. It remains to prove that u ≥ 1−c4εη
on Br(x) ∩ Ω for some suitable choice of c4, range of r and sufficiently small ε.

We will argue by contradiction as in the proof of Lemma 4.6. Suppose, on the
contrary, that α ≤ infBr(x)∩Ω u < 1− c4ε

η. We fix a smooth radial function ζ such
that

• ζ = 1− c4κε
η

4C inside Br(x);

• ζ = α+ c4κε
η

4C on the annulus B3r(x) \B2r(x); and
• inside the ball B3r(x), we have by (2.2)

α+
c4κε

η

4C
≤ ζ ≤ 1− c4κε

η

4C
, |∇ζ| ≤ 2r−1, |∆ζ| ≤ C(n)r−2

where C = C(W ) := max{1,maxs∈[α,2] |W ′′(s)|}, c4 will be chosen later and then

ε is sufficiently small so that c4ε
η < min{1, 2C(1−α)

κ }.
We now consider the auxiliary function

f := u− ζ +
4

r
χa ◦ d

where d(·) = distg(·, ∂Ω) and χ is the cutoff function defined in section 2.6 with

a = c4κrε
η

16C . One can verify (note that C ≥ κ)

• f ≥ − 3
4
c4κε

η

C ≥ − 3
4c4ε

η along the boundary ∂B3r(x) ∩ Ω;

• infB3r(x)∩Ω f < − 3
4c4ε

η; and

• ∂f
∂ν ≥ 2

r > 0 along B3r(x) ∩ ∂Ω, if non-empty.

Hence, no matter whether x ∈ Ω or x ∈ ∂Ω, infB3r(x)∩Ω f is achieved by an interior
minima x0 ∈ B3r(x) ∩ Ω. Applying the maximum principle at x0, by our choice of
a and a similar calculation as before (note that we still have α ≤ u(x0) < 2 and
α ≤ ζ(x0) ≤ 1) gives

3c4κ

4
ε−1+η ≤ −λ− ε∆ζ − 4ε

r
∆(χa ◦ d).

By the definition of χa in section 2.6 and (2.6), this implies

3κ

4
c4 ≤ Λ0ε

1−η + C(n)ε2−ηr−2 + 4(n− 1)C2ε
2−ηr−1 +

32C

c4κ
ε2−2ηr−2.

For r ≥ ε1−η, this yields a contradiction when c4 is sufficiently large, depending
only on Λ0, W , n, i0, k0, κ0 and distg(Ũ , ∂U). □

Remark 4.9. In case B3r(x) ⋐ Ω, we do not need to include the term involving χa
in the auxiliary function f and we have the stronger conclusion that u ≥ 1 − c4ε
(i.e. with η = 1), c.f. [21, Proposition 4.1]. With a different choice of auxiliary
function ζ, we can also establish the same estimates with η = 1. However, unlike
in [21] (see the remark after Proposition 3.2), apparently one cannot obtain better
estimates even when λ = 0 by iterating the arguments above.

4.3. Estimates for the discrepancy function. Note that in order for the almost-
monotonicity formula in Lemma 4.2 and 4.4 to be effective, we need some control on
the right hand side of the inequalities involving the discrepancy function ξε defined
in (4.4).
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We give in this subsection a crude pointwise upper bound for the discrepancy
function. We want to point out that our bound is weaker than the interior bound
obtained in [21, Proposition 3.3] but holds up to the boundary ∂Ω. Note that we
have chosen to work at the original scale, rather than rescaling by ε as in [21].
This does not affect our subsequent analysis, but certain expressions will change
by appropriate multiples of ε.

Proposition 4.10 (Pointwise upper bound on discrepancy function). There exists
a constant

ε5 = ε5(Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

such that for all 0 < ε < ε5, we have

sup
Ω∩Ũ

ξε(u) ≤ ε−4/5. (4.12)

Proof. We consider as in [21] the following auxiliary function

ξG :=
ε

2
|∇u|2 − ε−1W (u)− ε−1G(u)

where G ∈ C∞(R) is to be chosen later. By Bochner’s formula (2.3) and a similar
computation as in [21, Lemma 3.5], we have the following differential inequality at
points where |∇u| > 0:

ε2∆ξG − 2(W ′ +G′)∇u
|∇u|2

· ∇ξG + 2(G′′ + (n− 1)k0ε
2)ξG

≥ε−1(G′)2 + ε−1G′W ′ − 2ε−1(G′′ + (n− 1)k0ε
2)(W +G) + λ(W ′ +G′)

(4.13)

where the functions G and W and their derivatives are evaluated at u.
Let δ ∈ (0, 1) to be fixed later and define (recall Lemma 4.6)

G = Gδ(r) := δ

(
1 +

∫ r

−1−c2ε2
exp

(
−
∫ t

−1−c2ε2

|W ′(s)|+ δ

2(W (s) + δ)
ds

)
dt

)
.

Noting that W
W ′ is a smooth function which vanishes at ±1, one easily verifies that

the following holds on r ∈ [−1− c2ε2, 1 + c2ε2],

• δ ≤ G ≤ 5δ,
• C−1δ2 < G′ ≤ δ,

• 0 < −G′′ = G′ |W ′(r)|+δ
2(W (r)+δ) ≤ C

for some constant C = C(W ) > 1. By Lemma 4.6, we have (the functions G and
W and their derivatives are evaluated at u)

G′W ′ − 2G′′(W +G) = G′
(
W ′ +

|W ′|+ δ

W + δ
(W +G)

)
≥ δG′ (4.14)

provided that ε < ε2.
Let x ∈ Ω ∩ Ũ and R = 1

6 min{i0, 1√
k0
, 1
κ0
,distg(x, ∂U), 1}. We fix a smooth

radial cutoff function ζ centered at x such that

• ζ = 1 on BR/8(x)
• ζ = 0 outside BR/4(x),

• 0 ≤ ζ ≤ 1, |∇ζ| ≤ 8R−1ζ1/2, |∆ζ| ≤ C(n)R−2
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where C(n) > 0 is a constant depending only on n. Let d(·) := distg(·, ∂Ω) and χ
be the cutoff function defined in section 2.6 with a = (8Ĉ)−1ε1/5R where Ĉ > 0 is
a constant to be fixed later. Define a new auxiliary function

f := ζξG + ε−1R−1Ĉχa ◦ d.

We claim that for sufficiently small ε, we have

sup
Ω
f ≤ 1

2
ε−4/5. (4.15)

If the supremum is non-positive, then we must have ξG ≤ 0 and by our choice of G
that

ξε = ξG + ε−1G(u) ≤ 5ε−1δ

and thus ξε(x) ≤ ε−4/5 provided that δ ≤ 1
5ε

1/5. So, without loss of generality, we

assume that supΩ f > 0 and is achieved at some point x0 ∈ BR/4(x)∩Ω (note that

f ≤ 1
4ε

−4/5 outside BR/4(x) by our choice of a). First, we claim that x0 /∈ ∂Ω. By
the Neumann boundary condition (4.2) and [39, Lemma 3.1], along ∂Ω we have

∂f

∂ν
=
∂ζ

∂ν
ξG − εζB(∇u,∇u)− ε−1R−1Ĉ

where B is the second fundamental form of ∂Ω with respect to ν (i.e. B(τ, τ) :=
⟨∇τν, τ⟩). Since κ0 bounds the maximum absolute value of the principal curvatures

of ∂Ω, by Lemma 4.7 and our choice of ζ, we have ∂f
∂ν < 0 along ∂Ω by taking

Ĉ := 10c23. Hence, we can assume without loss of generality that x0 /∈ ∂Ω. Suppose
(4.15) does not hold, then at an interior maximum x0 we have by our choice of a
that

1

2
εζ|∇u|2 ≥ ζξG >

1

2
ε−4/5 − 2aĈϵ−1R−1 =

1

4
ε−4/5.

From this and (4.11), we have at x0,

ξG ≤ c23
2
ε−1 and ζ−1 ≤ 2c23ε

−1/5. (4.16)

Since x0 is an interior maximum point of f , we have ∇f = 0 and ∆f ≤ 0 at x0.
The first order condition says ζ∇ξG = −ξG∇ζ − ε−1R−1Ĉχ′

a∇d, which together
with (4.16) implies

ζ1/2|∇ξG| ≤ 4c23ε
−1R−1 +

√
2Ĉc3ε

−11/10R−1 ≤ C(c3)ε
−11/10R−1.

On the other hand, the second order condition at x0 says

ζ∆ξG ≤ −ξG∆ζ − 2∇ζ · ∇ξG − ε−1R−1Ĉχ′
a∆d− ε−1R−1Ĉχ′′

a|∇d|2.

Using the first order condition, our choice of ζ, together with (2.6) and (4.16), we
have

∆ξG ≤
(
− ξGζ

−1∆ζ + 2ξGζ
−2|∇ζ|2

)
+ 2ζ−2ε−1R−1Ĉχ′

a(∇d · ∇ζ)

− ε−1R−1Ĉζ−1χ′
a∆d− ε−1R−1Ĉζ−1χ′′

a|∇d|2

≤ C(n, c3)ε
−6/5R−2 + C(c3)ε

−13/10R−2

+ C(C1, c3, n)ε
−6/5R−1 + C(c3)ε

−7/5R−2

≤ C(C1, c3, n)ε
−7/5R−2.
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Combining the estimates above, for sufficiently small ε depending only on C1,
n, Ĉ and c3, we have at x0

(L.H.S.) of (4.13) ≤ C(C1, c3, n)ε
3/5R−2 + C(W, c3)ε

−1/5R−1 + C(n, k0, c3)ε

On the other hand, by our choice of G, together with (4.14)

(R.H.S.) of (4.13) ≥ ε−1(G′)2 + ε−1δG′ − C(n, k0,W )ε− C(W )Λ0

≥ ε−1(C−2δ4 + C−1δ3)− C(n, k0,W )ε− C(W )Λ0

≥ 2C−2ε−1δ4 − C(n, k0,W )ε− C(W )Λ0.

Combining these we arrive at the inequality

δ4 ≤ C ′′ε4/5

for some constant C ′′ > 0 depending only on Λ0, C0, W , n, i0, k0, κ0 and
distg(Ũ , ∂U). Therefore, we arrive at a contradiction by taking δ = (2C ′′)1/4ε1/5 <
1 for sufficiently small ε. Therefore, (4.15) holds and Proposition 4.10 follows. □

Remark 4.11. With a different choice of the auxiliary function G, resembling the
one in [22], it is possible to obtain a better estimate of order ε−3/5 in Proposition
4.10.

4.4. Consequences of the almost monotonicity formula. We now combine
the results obtained in the previous subsections to derive some consequences of the
almost monotonicity formula (Lemma 4.2 and 4.4). We first establish a uniform
lower bound of the energy density ratio (4.5) on balls of radius ε ≤ r ≤ O(ε4/5)
centered at a boundary point within the transition region {|u| ≤ 1− b}.

Lemma 4.12 (Energy density ratio lower bound I). For any b ∈ (0, 1− α), there
exist constants

ε6 = ε6(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

c6 = c6(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0

such that for all 0 < ε < ε4, x ∈ ∂Ω ∩ Ũ with |u(x)| ≤ 1 − b, and ε ≤ r ≤ c6ε
4/5,

we have

Iε,u(r, x) ≥ c6.

In fact, the same holds for x ∈ Ω ∩ Ũ provided furthermore that r < distg(x, ∂Ω).

Proof. We first assume x ∈ ∂Ω. Since |u(x)| ≤ 1 − b, we have |u| ≤ 1 − b
2 on

B bε
2c3

(x)∩Ω by (4.11) provided that ε < ε2. As a result, by (2.8) and (4.5) we have

for sufficiently small ε that

Ĩε,u(ε, x) ≥ Iε,u(ε, x) ≥
1

ωn−1εn−1

∫
B bε

2c3

(p)∩Ω

W (u)

ε
≥ 4c′6 (4.17)

where c′6 := 1
12

ωn

ωn−1

(
b

2c3

)n
min|s|≤1− b

2
W (s) > 0.

Let c′′6 := ωn−1

ωn
c′6. Assuming ε < ε5 is sufficiently small such that c′′6ε

4/5 <
1
2 min{dist(Ũ , ∂U), i0,

1
κ0
}, we can apply the boundary almost monotonicity formula
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(4.10) and the upper bound on discrepancy function (4.12) to see that for any

ε ≤ r ≤ c′′6ε
4/5 (note that ξ̃ε(u) ≤ ξε(u) by definition)

Ĩε,u(r, x) ≥ e−c1(r−ε)Ĩε,u(ε, x)−
2

3

ωn
ωn−1

ε−4/5(r − ε)

≥ e−c1c
′
6ε

4/5

Ĩε,u(ε, x)−
2

3

ωn
ωn−1

c′′6 > 2c′6

for ε sufficiently small such that (4.17) holds and e−c1c
′
6ε

4/5 ≥ 3
4 . Setting c6 :=

min{c′6, c′′6}, the asserted lower bound for Iε,u(r, x) follows from the estimate

Ĩε,u(r, x) ≤ Iε,u(r, x) +
4

3

ωn
ωn−1

Λ0C0r (4.18)

which holds for all sufficiently small r depending only on k0 and κ0. The case
for interior points x ∈ Ω can be obtained similarly using the interior monotonicity
formula (4.9). □

In order to prove a uniform lower bound of the energy density ratio on balls
of radius r ≥ O(ε4/5), the pointwise upper bound in Proposition 4.10 will not be
sufficient for our purpose. We need a more refined integral upper bound for the
discrepancy function. It is important to note that the center x in the proposition
below may or may not lie in ∂Ω, and does not need to be inside the transition
region {|u| ≤ 1− b}.
Proposition 4.13 (Integral upper bound for discrepancy function). For any b ∈
(0, 1− α), there exist constants

r2 = r2(n, i0, k0, κ0,distg(Ũ , ∂U)) ∈ (0, 1),

ε7 = ε7(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

c7 = c7(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 1

such that for any 0 < ε < ε7, x ∈ Ω ∩ Ũ and c6ε
4/5 ≤ r ≤ r2, we have

1

rn

∫
Br(x)∩Ω

ξ+ε (u) ≤
c7
r7/8

(Iε,u(r, x) + 1). (4.19)

Proof. Let b ∈ (0, 1−α). Fix x ∈ Ω∩ Ũ and c6ε
4/5 ≤ r ≤ r2 where r2 is sufficiently

small with r2 <
1
2{r0, r1,distg(x, ∂U)}. We divide the domain of integration Br(x)∩

Ω into a union of three disjoint subsets as follow:

A :=
(
(Br(x) ∩ Ω) \Br−2ε9/10(x)

)
∪
(
(Br(x) ∩ Ω) ∩ U2ε9/10(∂Ω)

)
,

B := {y ∈ (Br(x) ∩ Ω) \ A : Bε9/10(y) ∩ {|u| ≤ 1− b} ≠ ∅} ,
C := {y ∈ (Br(x) ∩ Ω) \ A : Bε9/10(y) ∩ {|u| ≤ 1− b} = ∅} .

Note that r ≥ c6ε
4/5 ≥ 2ε9/10 for all sufficiently small ε (depending on c6). We will

estimate the (L.H.S.) of (4.19) over each of the three subsets defined above.
We begin with the estimate on A. By (2.5) and the bound on ball curvatures,

for r2 small enough (depending only on n, k0 and κ0) we have the following volume
estimate

dvg(A) ≤ C(n)rn−1ε9/10.

Combining this estimate with (4.12) and r ≥ c6ε
4/5, we have

1

rn

∫
A
ξ+ε (u) ≤ C(n)ε1/10r−1 ≤ C(n)c

−1/8
6 r−7/8
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which is clearly bounded by the (R.H.S.) of (4.19) provided that c7 ≥ C(n)c
−1/8
6 .

We now proceed with the estimate on B. We first need to an estimate of the
volume dvg(B) by considering the covering of B by balls {Bε9/10(z)} with centers

z ∈ {|u| ≤ 1− b} ∩ (Ω ∩ Br−ε9/10(x) \ Uε9/10(∂Ω)). By Vitali covering lemma,

we can extract a finite disjoint family of such balls {Bε9/10(zi)}Ni=1 so that B ⊂
∪Ni=1B5ε9/10(zi). Hence, we have from (2.4) that the volume estimate

dvg(B) ≤ N · C(n)ε9n/10 (4.20)

holds for all sufficiently small ε depending on r0. It remains to bound N from above.
Applying Lemma 4.12 (with x = zi), since ε ≤ ε9/10 ≤ c6ε

4/5 and dist(zi, ∂Ω) >
ε9/10, we have Iε,u(ε

9/10, zi) ≥ c6. Summing over all i, noting that {Bε9/10(zi)}Ni=1

are disjoint balls contained in Br(x) ∩ Ω, we have

Nωn−1c6ε
9(n−1)/10 ≤

∫
Br(x)∩Ω

eε(u) = ωn−1r
n−1Iε,u(r, x).

This gives an upper estimate on N . Putting it back to (4.20), we obtain the volume
estimate

dvg(B) ≤ C(n, c6)ε
9/10rn−1Iε,u(r, x).

Using this estimate together with (4.12) and r ≥ c6ε
4/5, we have

1

rn

∫
B
ξ+ε (u) ≤ C(n, c6)ε

1/10r−1Iε,u(r, x) ≤ C(n, c6)r
−7/8Iε,u(r, x)

which is clearly bounded by the (R.H.S.) of (4.19) with c7 sufficiently large depend-
ing only on n and c6.

Finally, it remains to prove the estimate on C. Consider the Lipschitz function

ϕ(y) := min
{
1, ε−9/10 distg

(
y, (Ũ \ (Br(x) ∩ Ω)) ∪ {|u| ≤ 1− b}

)}
which clearly satisfies

• ϕ = 0 on (Ũ \ (Br(x) ∩ Ω)) ∪ {|u| ≤ 1− b},
• ϕ = 1 on C,
• 0 ≤ ϕ ≤ 1 and |∇ϕ| ≤ ε−9/10 everywhere.

Taking gradient on both sides of (4.1) and then multiplying by ϕ2∇u, we have by
Bochner formula (2.3) that

εϕ2
(
1

2
∆|∇u|2 − |Hessu|2 + (n− 1)k0|∇u|2

)
≥ εϕ2⟨∇∆u,∇u⟩ = W ′′(u)

ε
ϕ2|∇u|2.

Integrating the above on Br(x) ∩ Ω and integrating by part (note that ϕ = 0 on
Br(x) ∩ ∂Ω), we obtain∫
Br(x)∩Ω

(
εϕ2|Hessu|2 + W ′′(u)

ε
ϕ2|∇u|2

)
≤ −ε

∫
Br(x)∩Ω

ϕ⟨∇ϕ,∇|∇u|2⟩+ C(n, k0)ε

∫
Br(x)∩Ω

ϕ2|∇u|2

= −2ε

∫
Br(x)∩Ω

ϕHessu(∇u,∇ϕ) + C(n, k0)ε

∫
Br(x)∩Ω

ϕ2|∇u|2

≤ 1

2

∫
Br(x)∩Ω

εϕ2|Hessu|2 + 2

∫
Br(x)∩Ω

ε|∇u|2|∇ϕ|2 + C(n, k0)ε

∫
Br(x)∩Ω

ϕ2|∇u|2
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where we have used Cauchy-Schwarz and Young’s inequalities in the last inequality.
Since sptϕ ⊂ {|u| > 1− b}, we have W ′′(u) ≥ κ on sptϕ. Absorbing the first term
on right to the left hand side and combining this with |∇ϕ| ≤ ε−9/10, we obtain for
ε sufficiently small (depending on n, k0 and κ)

κ

2ε

∫
Br(x)∩Ω

ϕ2|∇u|2 ≤ 2ε−4/5

∫
Br(x)∩Ω

|∇u|2.

Since ϕ = 1 on C and 0 ≤ ϕ ≤ 1, together with r ≥ c6ε
4/5, we have

1

rn

∫
C
ξ+ε (u) ≤

4ωn−1

κ
ε1/5r−1Iε,u(r, x) ≤ C(n,W, c6)r

−3/4Iε,u(r, x)

which is clearly bounded by the (R.H.S.) of (4.19) with c7 sufficiently large depend-
ing only on n, W and c6 (note that r−3/4 ≤ r−7/8). □

Using Proposition 4.13, we can extend Lemma 4.12 beyond the scale of O(ε4/5).

Proposition 4.14 (Energy density ratio lower bound II). For any b ∈ (0, 1 − α),
there exist constants

r3 = r3(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) ∈ (0, 1),

ε8 = ε8(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

c8 = c8(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0

such that for all 0 < ε < ε8, x ∈ ∂Ω ∩ Ũ with |u(x)| ≤ 1 − b, and ε ≤ r ≤ r3, we
have

Iε,u(r, x) ≥ c8.

In fact, the same holds for x ∈ Ω ∩ Ũ provided furthermore that r < distg(x, ∂Ω).

Proof. By Lemma 4.12, the proposition holds for ε ≤ r ≤ c6ε
4/5 with c8 = c6 and

ε8 = ε6. The point is to use the almost monotonicity formula in Lemma 4.2 and
4.4 together with Proposition 4.13 to show that Iε,u(r, x) cannot further decrease

too much as r increases beyond the scale c6ε
4/5 to some definite radius r3 to be

determined.
We first deal with the case x ∈ ∂Ω. By the boundary almost monotonicity

formula Lemma 4.4 together with (4.19), for ε < ε7 we obtain for c6ε
4/5 ≤ ρ ≤

1
2 min{r2, i0, 1

κ0
,distg(x, ∂Ũ)},

d

dρ

(
ωn−1e

c1ρĨε,u(ρ, x)
)
≥ − c7

ρ7/8
ec1ρ(Ĩε,u(ρ, x) + 1). (4.21)

We define r3 as the supremum of all r′ ∈
[
c6ε

4/5, 12 min{r2, i0, 1
κ0
,distg(x, ∂Ũ)}

]
such that

ec1ρĨε,u(ρ, x) ≥
1

2
c6e

c1c6ε
4/5

for all ρ ∈ [c6ε
4/5, r′].

Note that the left hand side is a continuous function of ρ. By Lemma 4.12, we have
r3 > c6ε

4/5. If r3 = 1
2 min{r2, i0, 1

κ0
,distg(x, ∂Ũ)}, then we are done by taking

ε8 = min{ε6, ε7} and c8 = 1
4c6e

−c1r2 (we further reduce r3 depending on k0, κ0, C0

and Λ0 according to the estimate (4.18)). Otherwise, by continuity we must have

ec1r3 Ĩε,u(r3, x) =
1

2
c6e

c1c6ε
4/5

. (4.22)
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By the definition of r3 and (4.21), we have for ρ ∈ [c6ε
4/5, r3]

d

dρ
log
(
ec1ρĨε,u(ρ, x)

)
≥ −C(n, c6, c7, r2)ρ−7/8.

Integrating ρ over [c6ε
4/5, r3], using (4.22) and Lemma 4.12,

log
1

2
≥ log

(
ec1r3 Ĩε,u(r3, x)

ec1c6ε4/5 Ĩε,u(c6ε4/5, x)

)
≥ −8C(n, c6, c7, r2)r

1/8
3 .

This gives the desired positive lower bound for r3 independent of ε and x. The
proof for the interior case x ∈ Ω is similar where we use Lemma 4.2 instead. □

We now proceed to establish an upper bound for the energy density ratio in terms
of the uniform energy bound E0, within the same range of radii as in Proposition
4.14. Note that we do not require the center point x to lie inside the transition
region {|u| ≤ 1− b}.

Proposition 4.15 (Energy density ratio upper bound). For any b ∈ (0, 1 − α),
there exist constants

ε9 = ε9(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

c9 = c9(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 1

such that for all 0 < ε < ε9, x ∈ ∂Ω ∩ Ũ , and ε ≤ r ≤ r3, we have

Iε,u(r, x) ≤ c9(E0 + 1).

In fact, the same holds for x ∈ Ω ∩ Ũ provided furthermore that r < distg(x, ∂Ω).

Proof. We only give the proof for x ∈ ∂Ω as the interior case is similar. We first

treat the case when c6ε
4/5 ≤ r ≤ r3. Let δ0 := max{1, ec1r3 Ĩε,u(r3, x)} > 0. Note

that

δ0 ≤ C(c1, n)r
−(n−1)
3 E0 + C(c1, n)Λ0C0 ≤ C(c1, n, r3,Λ0, C0)(E0 + 1). (4.23)

Note that ec1r Ĩε,u(r, x) ≤ δ0 clearly implies the desired upper bound of Iε,u(r, x).

We can assume without loss of generality that ec1ρĨε,u(ρ, x) ≥ δ0 for all ρ ∈ [r, r3].
Integrating (4.21) over [r, r3], we obtain as in Proposition 4.14 that

log

(
ec1r3 Ĩε,u(r3, x)

ec1r Ĩε,u(r, x)

)
≥ −C(c7, n, c1, r3).

This implies

Ĩε,u(r, x) ≤ C(c7, n, c1, r3)δ0

which is the desired upper bound by (4.23).
It remains to treat the case ε ≤ r ≤ c6ε

4/5. Integrating the almost monotonicity
formula (4.10) over [r, c6ε

4/5] and using the pointwise bound (4.12), we obtain

ec1r Ĩε,u(r, x) ≤ C(n, c1, r3, c6) + ec1c6ε
4/5

Ĩε,u(c6ε
4/5, x)

which yields the desire result as Ĩε,u(c6ε
4/5, x) ≤ c9(E0 + 1). □

We conclude this section with the following proposition which says that the
energy density ratio is almost monotone modulo a term of order r1/8 for the range
of radii in [c6ε

4/5, r3].
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Proposition 4.16 (Almost monotonicity of energy density ratio). For any b ∈
(0, 1− α), there exist constants

ε10 = ε10(b,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

c10 = c10(b, E0,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 1

such that for any 0 < ε < ε10, x ∈ ∂Ω ∩ Ũ and c6ε
4/5 ≤ s ≤ r ≤ r3, we have

Iε,u(r, x) ≥ e−c10(r−s)Iε,u(s, x)− c10r
1/8; (4.24)

In fact, the same holds for x ∈ Ω ∩ Ũ provided furthermore that r < dist(x, ∂Ω).

Proof. We again just provide the proof for the case x ∈ ∂Ω. Using Proposition 4.15
and (4.21), for ε < min{ε7, ε9}, we have for ρ ∈ [c6ε

4/5, r3] that

d

dρ

(
ec1ρĨε,u(ρ, x)

)
≥ −C(c1, c7, c9, E0)ρ

−7/8.

Integrating ρ over [s, r] gives

Ĩε,u(r, x) ≥ e−c1(r−s)Ĩε,u(s, x)− C(c1, c7, c9, E0)r
1/8,

from which (4.24) easily follows by (4.18) (since r ≤ r1/8). □

5. Density ratio bounds and rectifiability of the limit varifold

In this section, we assume ui, εi and λi are sequences given in Section 3.1.
Recall that the associated Radon measures µi on U and the associated varifolds
Vi ∈ Vn−1(U) are defined in (3.4) and (3.5) respectively. By the compactness
of Radon measures, after possibly passing to a subsequence, there exists a Radon
measure µ on U and a varifold V ∈ Vn−1(U) such that

µi → µ and Vi → V

in the sense of measures. Note that ∥Vi∥ = µi {|∇ui| ≠ 0} from the definition
and observe that the support (as measures on U) of both µ and ∥V ∥ is contained
in Ω ∩ U . The main result of this section is to show that V is rectifiable in U and
that ∥V ∥ = µ. Note that the rectifiability of V in the interior of Ω was established
in [21, 17]. Our main point here is to prove that the same continues to hold up to
the boundary ∂Ω.

5.1. Density ratio bound. We first begin with a lemma which says that any
point in sptµ can be approximated by a sequence of points xi in the transition
region {|u| ≤ α}.

Lemma 5.1. For each x ∈ sptµ, there exists (after possibly passing to a subse-
quence) a sequence xi ∈ (Ω ∩ U) ∩ {|ui| ≤ α} such that xi → x.

Proof. We argue by contradiction as in the proof of Proposition 4.1 in [21]. Let
x ∈ sptµ. We first assume x ∈ ∂Ω. Suppose, on the contrary, that there exists some
r > 0 such that Br(x) ⋐ U and |ui| > α on Br(x) ∩ Ω for all large i. By shrinking
r such that Br(x) ∩ Ω is connected and passing to a subsequence, we can suppose
ui > α. By Lemma 4.8 (shrinking r further if necessary) with a fixed η ∈ ( 12 , 1),

we have for all large i that |ui − 1| ≤ c4ε
η
i and hence ε−1

i W (ui) = O(ε2η−1
i ) on
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Br/3(x) ∩ Ω. We have from Bochner formula (2.3) that for all large i (such that
(n− 1)k0 ≤ κ

2εi
)

∆

(
εi|∇ui|2

2

)
≥ κ

2εi
|∇ui|2.

Multiplying the above by any nonnegative ϕ ∈ C2
c (Br(x) ∩ Ω) and integrating by

part, we obtain∫
Br(x)∩Ω

ϕ
εi|∇ui|2

2

≤ε
2
i

κ

∫
Br(x)∩Ω

(∆ϕ)
εi|∇ui|2

2
+
ε2i
κ

∫
Br(x)∩∂Ω

(
εiϕB(∇ui,∇ui)−

∂ϕ

∂ν

εi|∇ui|2

2

)
dHn−1

≤E0

κ
ε2i ∥ϕ∥C2 +

1 + 2κ0
κ

ε2i ∥ϕ∥C1

∫
Br(x)∩∂Ω

eεi(ui) dHn−1

where B is the second fundamental form of ∂Ω. By the proof of Lemma 3.2 together
with the estimates ε−1

i W (ui) = O(ε2η−1) with η > 1/2 and letting i→ ∞, we have
µ(Br/3(x)) = 0, contradicting that x ∈ sptµ. The case x /∈ ∂Ω is indeed simpler.
We further shrink r such that B2r(x) ⋐ Ω ∩ U and there are no boundary terms
when we integrate by part. □

As a key step towards proving the rectifiability of the limit varifold V , we now
establish an up-to-the-boundary locally uniform density ratio upper bound for the
limit measure µ. Note that compared to [21, Proposition 4.1]), we do not claim at
this stage that there is a uniform lower bound for the density ratio centered at a
boundary point. This is due to the possible complication that the xi’s in Lemma 5.1
could be a sequence of interior points approaching a boundary point x ∈ sptµ∩∂Ω.
This poses new difficulties when we want to apply monotonicity formulas which are
either centered at a boundary point (Lemma 4.4) or stays away from the boundary
(Lemma 4.2).

Proposition 5.2 (Density ratio bounds for the limit measure). There exist con-
stants

θ1 = θ1(Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0,

θ2 = θ2(E0,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U)) > 0

such that for any x ∈ (sptµ ∩ Ũ) ∩ ∂Ω, we have for all 0 < r < r3
2 ,

µ(Br(x))

ωn−1rn−1
≤ θ2. (5.1)

Moreover, for any x ∈ (sptµ∩Ũ)∩Ω, we have for all 0 < r < 1
2 min{r3,distg(x, ∂Ω)},

θ1 ≤ µ(Br(x))

ωn−1rn−1
≤ θ2. (5.2)

Here, r3 is the constant appearing in Proposition 4.14 with b = 1−α
2 .

Proof. Let x ∈ (sptµ ∩ Ũ) ∩ ∂Ω. Fix any 0 < r < r3
2 . Since µi → µ as measures,

we will have for all large i

µ(Br(x))

ωn−1rn−1
≤ 2µi(Br(x))

ωn−1rn−1
=

2

h0
Iεi,ui(r, x).

Hence, the desired assertion follows from Proposition 4.15 with θ2 := 2
h0
c9(E0+1).
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For x ∈ (sptµ∩ Ũ)∩Ω. By Lemma 5.1, after passing to a subsequence, we have

a sequence of interior points xi ∈ Ω∩ Ũ such that |ui(xi)| ≤ α for all i and xi → x.
Fix any 0 < r < 1

2 min{r3,distg(x, ∂Ω)}. The upper bound θ2 is obtained exactly
as before. For the lower bound, we observe for all large i

µ(Br(x))

ωn−1rn−1
≥ µi(Br(x))

2ωn−1rn−1
≥
µi(Br/2(xi))

2ωn−1rn−1
=

1

2nh0
Iεi,ui

(r/2, xi).

Hence, the desired assertion follows from Proposition 4.14 with θ1 := c8
2nh0

. □

Exactly the same arguments as in the proof of Lemma 5.1 and Proposition 5.2
yields the following result.

Proposition 5.3 (Uniform convergence away from limit interface). Either ui → 1
or ui → −1 locally uniformly on (Ω ∩ U) \ spt ∥V ∥. In particular, we have M :=

∂∗{u = 1} ⊂ spt ∥V ∥∩(Ω∩U). Moreover, εi|∇ui|2
2 and W (ui)

εi
both converges locally

uniformly to 0 on (Ω ∩ U) \ spt ∥V ∥.

5.2. Vanishing of discrepancy measure. Let ei := eεi(ui) and ξi := ξεi(ui)
denote the energy density and discrepancy function as defined in (4.3) and (4.4).
By compactness of Radon measures (on U), after possibly passing to a subsequence,
we can assume that there exists a Radon measure |ξ| on U such that

|ξi|dvg Ω ∩ U → |ξ|

in the sense of measures. We call |ξ| the discrepancy measure. Since |ξi| ≤ ei, we
clearly have spt |ξ| ⊂ sptµ ⊂ Ω ∩ U .

Theorem 5.4 (Vanishing of discrepancy measure). The discrepancy measure |ξ|
vanishes on U , i.e. |ξ| = 0. In other words, the discrepancy function ξi converges
to 0 in L1

loc(Ω ∩ U).

Proof. We first claim that for all x ∈ spt |ξ| ∩ ∂Ω, we have

lim inf
r→0

|ξ|(Br(x))
ωn−1rn−1

= 0. (5.3)

We argue by contradiction as in [21, Proposition 4.3]. Suppose on the contrary that
(5.3) does not hold, i.e. there exist δ0 > 0, R0 > 0 and x0 ∈ spt |ξ| ∩ ∂Ω such that

|ξ|(Br(x0)) ≥ δ0ωn−1r
n−1 for all 0 < r ≤ R0. (5.4)

By the density ratio upper bound (5.1), there exists θ2 > 0 such that

µ(Br(x0))

ωn−1rn−1
≤ θ2 for all 0 < r ≤ r3

2
. (5.5)

Fix 0 < t < min{R0,
r3
2 , r1, r2,

1
κ0
} which will be chosen later. Since |ξi|dvg

Ω ∩ U → |ξ| and µi → µ, by (5.4) and (5.5), for any fixed N ∈ N, there exists some
i > N such that

1

ωn−1rn−1

∫
Br(x0)∩Ω

|ξi| ≥
δ0
2

for all r ∈ [t2, t] (5.6)

and
µi(Bt(x0))

ωn−1tn−1
≤ 2θ2. (5.7)
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Note that |ξi| = ξ+i + ξ−i . By (5.6) and Proposition 4.13, for all i large enough (so

that εi < ε7 and c6ε
4/5
i ≤ t2) we have for all ρ ∈ [t2, t]

1

(1 + 3κ0ρ)ρn

∫
Bρ(x0)∩Ω

−ξi ≥
1

4ρn

∫
Bρ(x0)∩Ω

|ξi| −
2

ρn

∫
Bρ(x0)∩Ω

ξ+i

≥ δ0
8
ρ−1 − 2c7

ρ7/8
(Iεi,ui

(ρ, x0) + 1).

Since x0 ∈ sptµ, by Proposition 4.15, for all i large enough (so that εi < min{ε9, t2}),
we have for all ρ ∈ [t2, t]

1

(1 + 3κ0ρ)ρn

∫
Bρ(x0)∩Ω

−ξi ≥
δ0
8
ρ−1 − C(c7, c9, E0)ρ

−7/8.

By the almost monotonicity formula (4.10) (note that ξ̃i ≤ ξi), we have for all
ρ ∈ [t2, t]

d

dρ

(
ωn−1e

c1ρĨεi,ui
(ρ, x0)

)
≥ δ0

8
ec1ρρ−1 − C(c7, c9, E0)e

c1ρρ−7/8

Integrating over [t2, t] and using (4.18), (5.7), we obtain

C(n, c1,Λ0, C0)

(
h0
ωn−1

2θ2 + t

)
≥ δ0

8
log

1

t
− C(c7, c9, E0, c1)t

1/8,

which gives a contradiction if t is chosen sufficiently small. Hence, we have proved
(5.3).

By the theory of differentiation for Radon measures (applied to |ξ| and dHn−1

∂Ω), c.f. [36, P.26], we conclude from (5.3) that |ξ|(∂Ω) = 0, i.e. |ξ| vanishes on
∂Ω. By a similar argument using the interior monotonicity formula (4.9), we can
show that (5.3) also holds for interior points x ∈ spt |ξ| ∩ Ω. Combining this with
the density lower bound in (5.2), we have

lim inf
r→0

|ξ|(Br(x))
µ(Br(x))

= 0,

from which again implies |ξ| = 0 inside Ω ∩ U as well. □

5.3. Rectifiability of limit varifold. Let Vi be the varifold associated with ui
as in (3.5). After passing to a subsequence, we can also assume that there exist
u ∈ BV (Ω ∩ U), λ ∈ R and V ∈ Vn−1(U) such that

λi → λ, ui → u a.e., Vi → V in the varifold sense.

Our goal is to show that V is in fact rectifiable up to the boundary ∂Ω. Using
the vanishing of the discrepancy measure |ξ|, we can establish the following result.
Recall that M := ∂∗{u = 1} is the reduced boundary of {u = 1} in Ω ∩ U with
outward normal νM .

Lemma 5.5 (First variation of limit varifold). There exist a constant

c11 = c11(E0,Λ0, C0,W, n, i0, k0, κ0,distg(Ũ , ∂U), dvg(Ω ∩ U),Hn−1(∂Ω ∩ U)) > 1

such that for any X ∈ Xc(U) with sptX ⊂ Ũ , we have∣∣∣∣h0δV (X) + λ

∫
Ω∩U

X ·Du
∣∣∣∣ ≤ c11 sup

∂Ω∩U
|X · ν|. (5.8)
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In particular, for any X ∈ Xtanc (U), we have

δV (X) = −2λ

h0

∫
M

X · νM dHn−1. (5.9)

Remark 5.6. If λ = 0, then (5.9) implies that V is a free boundary stationary
varifold (c.f. [16, Definition 3.1]).

Proof. Let X ∈ Xc(U) with sptX ⊂ Ũ . Note that δVi(X) → δV (X) as i → ∞.
On the other hand, by the calculations in [23, Lemma 4.1], we have

h0δVi(X) =

∫
Ω∩{|∇ui|≠0}

∇X ·
(

∇ui
|∇ui|

⊗ ∇ui
|∇ui|

)
ξi −

∫
Ω∩{|∇ui|=0}

(∇X · I)W (ui)

εi

+ λi

∫
Ω

ui divgX +

∫
∂Ω

(
εi|∇ui|2

2
+
W (ui)

εi
− λiui

)
(X · ν)dHn−1.

Note that the first and second term of the (R.H.S.) above are both bounded by
C(n)∥X∥C1

∫
Ũ∩Ω

|ξi|, which converges to 0 as i → ∞ by Theorem 5.4. For the
third term, since λi → λ and ui → u ∈ BV (Ω∩U) a.e., by Dominated Convergence
theorem we have

lim
i→∞

λi

∫
Ω

ui divgX = λ

∫
Ω

udivgX = −λ
∫
Ω

X ·Du+ λ

∫
∂Ω

Tu(X · ν)dHn−1

where Tu ∈ L1(∂Ω) is the trace of u on ∂Ω (c.f. [13, Theorem 5.6]). Moreover, by
the boundednesss of the trace operator T , we have

∥Tu∥L1(∂Ω∩U) ≤ C(n, i0, k0, κ0)∥u∥BV (Ω∩U) ≤ C(n, i0, k0, κ0, E0,W, dvg(Ω ∩ U)).

Combining all the above and applying Lemma 3.2 for the last term gives (5.8). □

Theorem 5.7 (Rectifiability of limit varifold). The limit varifold V ∈ Vn−1(U)
satisfies ∥V ∥ = µ and is rectifiable.

Proof. Recall that ∥Vi∥ = µi {|∇ui| ≠ 0} and since h0µi {|∇ui| = 0} ≤ |ξi|dvg
Ω ∩ U which converges to 0 by Theorem 5.4, we have ∥Vi∥ → µ and thus ∥V ∥ = µ.
From (5.8), we know that V has locally bounded first variation in U . By Allard’s
Rectifiability Theorem [36, Theorem 42.4], it remains to show that ∥V ∥ = µ has a
locally uniform density lower bound on spt ∥V ∥.

We claim that V has free boundary in ∂Ω∩U as described in Section 2.4. Recall
M = ∂∗{u = 1} ⊂ Ω∩U . By the structure theorem for sets of finite perimeter (c.f.
[13, Theorem 5.15], ∥∂{u = 1}∥ = Hn−1 M which is a Radon measure on U by
(3.3). Consider the Radon measures µ = ∥V ∥ and σ := Hn−1 M on U , the density
ratio lower bound (5.2) implies (c.f. [13, Section 1.6]) that σ is absolutely continuous
with respect to µ. Together with Lemma 5.5, the Radon-Nikodym Theorem implies
that

δV (X) = −2λ

h0

∫
Ω∩U

X · νMdσ = −2λ

h0

∫
Ω∩U

(X · νM )Dµσdµ

for any X ∈ Xtanc (U). Therefore, V has free boundary in ∂Ω ∩ U with ∥V ∥-
measurable vector field

HT (x) :=

{
2λ
h0
(Dµσ)νM for x ∈M ,

0 otherwise.

Note the the density lower bound in Proposition 5.2 implies that HT ∈ L∞.
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To finish the proof, note that ∥V ∥ has a locally uniform density lower bound
on spt ∥V ∥ ∩ Ω ∩ U by (5.2). As V has free boundary in ∂Ω ∩ U with HT ∈ L∞,
the “reflected” density of V is upper semi-continuous (c.f. [15, Corollary 3.2]) and
hence ∥V ∥ has a locally uniform density lower bound up to the boundary ∂Ω. This
completes the proof. □

We now give the proof of our main result, Theorem 3.3, modulo the integrality
of the limit varifold V which will be presented in the next section.

Proof of Theorem 3.3. (1) follows directly from Theorem 5.4 and 5.7. (2) follows
from Lemma 5.1, Proposition 5.2 and 5.3. The proof of (3) will be given in Section
6.Finally, (4) follows from the proof of Theorem 5.7 and that Θ(x) = (Dµσ(x))

−1.
The rest then follows from [12, Proposition 3.2]. □

6. Integrality of the limit varifold

We will establish in this section that the limit varifold V is integral in U , i.e.
V ∈ IVn−1(U). Since V is rectifiable in U by Theorem 5.7, V has a unique
approximate tangent space T at Hn−1-a.e. x ∈ spt ∥V ∥. In other words, for any
such x ∈ spt ∥V ∥ and any sequence of positive real numbers ri → 0, we have

(Φri)♯V → Θ(x)|T |
as varifolds 3 Here, (Φri)♯V is the pushforward of the varifold V by the map Φri :

(M̃, g) → (M̃, r−2
i g), Θ(x) is the (n − 1)-dimensional density of V at x and |T | is

the unit density varifold associated to the hyperplane T ⊂ TxM̃ ∼= Rn.
We shall assume x ∈ ∂Ω∩U as the arguments for interior points are similar (see

also [21, 38, 40] in the Euclidean setting). Fix any ri → 0. We use g̃i := r−2
i g to

denote the rescaled metric on M̃ . Note that (Ω ∩ U, x, g̃i) → (Rn+, 0, gE) smoothly
in the sense of pointed Cheeger-Gromov convergence. Here Rn+ := {(x1, · · · , xn) ∈
Rn : xn ≥ 0} is the upper half-space equipped with the standard Euclidean metric
gE . Since Vi → V , after passing to a subsequence, we can further assume as i→ ∞

(Φri)♯Vi → Θ(x)|T | and εir
−1
i → 0.

Let Ṽi = (Φri)♯Vi, ε̃i = εir
−1
i and λ̃i = riλi. Then ui satisfies, with respect to the

rescaled metric g̃i,

−ε̃i∆g̃iui +
W ′(ui)

ε̃i
= λ̃i in Ω ∩ U, (6.1)

∂ui
∂ν

= 0 on ∂Ω ∩ U. (6.2)

Note that we have ∥ui∥L∞ ≤ C0, |λ̃i| ≤ riΛ0 → 0. Moreover, by Proposition 4.15,
for any fixed R > 0, we have for all sufficiently large i

(Eε̃i (BR(x), g̃i))(ui) = ωn−1R
n−1Iεi,ui(riR, x) ≤ ωn−1R

n−1c9(E0 + 1).

Therefore, all the results obtained in previous sections can be applied (with slight

modifications for a convergent sequence of varying metrics). Observe that Ṽi is

the associated varifold of ui with respect to the rescaled metric g̃i and Ṽi → Ṽ :=

3To be more precise, one can first locally isometrically embed (M̃, g) into some Euclidean

space RL and then do rescalings in RL (c.f. [2]). Alternatively, one can also do the rescalings
intrinsically using the exponential map (c.f. [35]). Both are equivalent and thus we will be using

either formulation.
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Θ(x)|T |. Since λ̃i → 0, by Lemma 5.5, Ṽi → Ṽ := Θ(x)|T | is a stationary var-

ifold with free boundary in Rn−1 := ∂Rn+. As Ṽ is supported in Rn+ and T is a
hyperplane, we must have T = {xn = 0}.

For our convenience, by a suitable choice of coordinates, we can assume Ω = Rn+
is equipped with a metric g̃i converging locally smoothly to the Euclidean metric
gE and U = B4(0) is the Euclidean ball of radius 4 centered at the origin. All the
balls and distances will be taken with respect to gE from now on. As in Section 4,
we denote throughout this section ui, λ̃i, ε̃i, g̃i by u, λ̃, ε̃, g̃. We use T : Rn → Rn−1

to denote the orthogonal projection T (x1, · · · , xn) = (x1, · · · , xn−1) with respect
to gE and T⊥ : Rn → R to denote the map T⊥(x1, · · · , xn) = xn. We also define
ν = (ν1, · · · , νn) to be the unit normal to the level sets of u as

ν :=

{ ∇u
|∇u| when |∇u| ≠ 0,

0 when |∇u| = 0.

We also denote

eε̃ :=
ε̃|∇u|2

2
+
W (u)

ε̃
, ξε̃ :=

ε̃|∇u|2

2
− W (u)

ε̃
.

We first establish a proposition which shows that the smallness of the discrep-
ancy and tilt excess imply the solution u is close in ε̃-scale to the one-dimensional
heteroclinic solution near the transition region which must be rather far away from
the boundary.

Proposition 6.1 (Sheets separation). For any given s, b ∈ (0, 1), there exist con-
stants

η1 = η1(s, b,W ) ∈ (0, 1),

L = L(s, b,W ) > 1

such that the following holds: for any 0 < η < η1, suppose we have

(i) y ∈ Rn+ with T (y) = 0 and |u(y)| ≤ 1− b;
(ii) u satisfies (6.1) on B4ε̃L(y) ∩ Rn+ and (6.2) along B4ε̃L(y) ∩ ∂Rn+ with ε̃ ∈

(0, 1), |λ̃| ≤ η, ∥g̃ − gE∥C2(B4ε̃L(y)) ≤ η and |ξε̃| ≤ ηε̃−1 on B4ε̃L(y) ∩ Rn+;
(iii) ∫

B4ε̃L(y)∩Rn
+

|ξε̃|+ (1− (νn)
2)ε̃|∇u|2 ≤ η(4ε̃L)n−1,

then B3ε̃L(y) ∩ ∂Rn+ = ∅, T−1(0) ∩ {x ∈ B3ε̃L(y) : u(x) = u(y)} = {y} and

|Iε̃,u(ε̃L, y)− h0| ≤ s.

Proof. Exactly the same proof (the weaker hypothesis |ξε̃| ≤ ηε̃−1 is sufficient as
pointed out in [38, Proposition 4.8]) of [21, Proposition 5.6] goes through using
the up-to-the-boundary C2-estimates in [1] and shows that u is in ε̃-scale C1-close
to the unique one-dimensional finite-energy heteroclinic solution q(xn) satisfying
q(|y|) = u(y). In particular, this implies ∂u

∂xn
̸= 0 on B3ε̃L(y) ∩ Rn+ from which the

assertions follow by (6.2). □

The second proposition deals with decomposing the limit varifold V into stacked
single-layered interfaces. Note that by Proposition 6.1, we only need to consider
the case where the transition regions stay sufficiently away from the boundary and
hence the interior arguments in [21, 38, 40] go through with trivial modifications.
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Proposition 6.2 (Stacking argument). For any given R, Ẽ0 > 0, s ∈ (0, 1), N ∈ N,
there exists a constant

η2 = η2(R,C0, Ẽ0, s,N, n,W ) > 0

such that the following holds: for any 0 < η < η2, suppose we have

(i) Y ⊂ Rn+ has no more than N + 1 elements, T (y) = 0 for all y ∈ Y , diam
Y ≤ ηR and there exists a > 0 such that |y − z| > 3a for all y, z ∈ Y ;
moreover, U3a(Y ) ∩ ∂Rn+ = ∅;

(ii) u satisfies (6.1) on UR(Y )∩Rn+ and (6.2) along UR(Y )∩∂Rn+ with ∥u∥L∞ ≤
C0, ε̃ < η, ∥g̃ − gE∥C2(UR(Y )) ≤ η and |λ̃| ≤ η; moreover, for each y ∈ Y ,
we have ∫ R

a

dτ

τn

∫
Bτ (y)∩Rn

+

ξ+ε̃ ≤ ηR;

(iii) for each y ∈ Y and r ∈ [a,R], we have∫
Br(y)∩Rn

+

|ξε̃|+ (1− (νn)
2)ε̃|∇u|2 ≤ ηrn−1,

∫
Br(y)∩Rn

+

ε̃|∇u|2 ≤ Ẽ0r
n−1;

then we must have∑
y∈Y

1

ωn−1an−1

∫
Ba(y)

eε̃ ≤ s+
1 + s

ωn−1Rn−1

∫
UR(Y )

eε̃.

Proof. The proof of Proposition 6.2 requires a technical lemma similar to [21,
Lemma 5.4] except that we have a weaker hypothesis on the upper bound of the
discrepancy function (c.f. [38, Proposition 4.7]). We then argue exactly the same
way by plugging in the radial vector field centered at a point in Y which is cutoff
radially and along the xn-direction (c.f. the proof of [21, Lemma 5.4]) and control
the error terms in the monotonicity formula as in Lemma 4.12 and Proposition
4.14. □

The third proposition says that the energy is uniformly small in ε̃ outside the
transition region (c.f. [21, Proposition 5.1] and [40, Proposition 4.5]).

Proposition 6.3 (Uniform smallness of energy outside transition region). Suppose

that ∥g̃ − gE∥C2(B4(0)∩Rn
+) ≤ 1 and |λ̃| ≤ 1. Given s > 0, there exist positive

constants

ε12 = ε12(s, C0, n,W ) > 0,

b = b(s, C0, n,W,E0) ∈ (0, 1)

such that for any 0 < ε̃ < ϵ12, we have∫
B3(0)∩Rn

+∩{|u|≥1−b}

W (u)

ε̃
≤ s.

The proof of Proposition 6.3 requires two lemma as in [21]. Define

Zα :=

{
x ∈ B4(0) ∩ Rn+ : |u(x)| ≤ 1 + α

2

}
.
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Lemma 6.4. Suppose that ∥g̃ − gE∥C2(B4(0)∩Rn
+) ≤ 1 and |λ̃| ≤ 1. There exist

positive constants

ε13 = ε13(W ) > 0,

c13 = c13(n,W ) > 0,

such that for any 0 < ε̃ < ε13, x ∈ B3(0) ∩ Rn+ with |u(x)| < 1 − ε̃β for some β
satisfying

1

c13| log ε̃|
< β < min

{
2

3
,

1

c13ε̃| log ε̃|

}
,

then we have

dist(x, Zα) ≤ c13βε̃| log ε̃|.

Proof. We argue exactly the same way as in [21, Lemma 5.2] except that we have
to modify the function ψ suitably for our problem. By a translation, we assume
x = 0 instead and denote Ω̃ = ε̃−1(Ω − x). By Fredholm alternative, for any
0 < R < ε̃−1, there exists a unique solution φ = φR to the following mixed
boundary value problem:

∆φ = κ
4φ on BR(0) ∩ Ω̃,

∂φ
∂ν = 0 along BR(0) ∩ ∂Ω̃,
φ = 1 along ∂BR(0) ∩ Ω̃.

Note that φR is continuous on BR(0) ∩ Ω̃ up to the corner ∂BR(0)∩∂Ω̃. Moreover,
φR > 0 by the strong maximum principle and unique continuation property (see
e.g. [26, Section 1.8]). We can then define ψR = (φR(0))

−1φR which satisfies ∆ψR = κ
4ψR on BR(0) ∩ Ω̃,

∂ψR

∂ν = 0 along BR(0) ∩ ∂Ω̃,
ψR(0) = 1.

Using Harnack inequality and Schauder estimates [1], there exists a constant c13 > 0
depending only on n and κ such that ψR(x) > e|x|/c13 for all |x| ≥ 1. Using ψR in
place of ψ, the rest of the proof follows from the arguments in [21, Lemma 5.2]. □

Lemma 6.5. Suppose that ∥g̃ − gE∥C2(B4(0)∩Rn
+) ≤ 1 and |λ̃| ≤ 1. There exist

positive constants

ε14 = ε14(C0,W, n) > 0,

c14 = c14(C0,W, n,E0) > 0,

such that for any 0 < ε̃ < ε14 and ε̃ < r < r3, we have

Ln
(
{x ∈ B3(0) ∩ Rn+ : dist(x, Zα) < r}

)
≤ c14r.

Proof. The proof follows the same covering arguments from [21, Lemma 5.3] using
Proposition 4.14 (with b = 1−α

2 ) and the arguments in the proof of Proposition
4.13. □

Proof of Proposition 6.3. It follows exactly the same proof in [21, Proposition 5.1]
using Lemma 6.4 and 6.5. □
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Proof of Theorem 3.3 (continued). We now finish the proof of Theorem 3.3 by show-
ing that V ∈ IVn−1(U). We use the same notations as in the beginning of this
section with x = 0 ∈ ∂Ω ∩ U . Recall that

Ṽi := (Φri)♯Vi → Θ0|T | and ε̃i := εir
−1
i → 0. (6.3)

Our goal here is to prove that Θ0 ∈ N.
First of all, by Theorem 5.4 and (6.3), we have

lim
i→∞

∫
B4(0)∩Rn

+

|ξε̃i | = lim
i→∞

∫
B4(0)∩Rn

+

(1− ν2n)ε̃i|∇ui|2 = 0. (6.4)

Let N ∈ N be the smallest positive integer such that N > Θ0. Note that ∥g̃i −
gE∥C2(BR(0)∩Rn

+) → 0 and |λ̃i| → 0 as i → ∞. Fix an arbitrary small s > 0, by

Proposition 6.3 and (6.4), we can choose some b > 0 such that for all sufficiently
large i, we have ∫

B3(0)∩Rn
+∩{|ui|≥1−b}

(
ε̃i|∇ui|2

2
+
W (ui)

ε̃i

)
≤ s.

With these choices of s and b, we choose 0 < η < min{η1, η2} and L > 1 as in

Proposition 6.1 and 6.2 (with R = 1 and Ẽ0 = c9(E0 + 1)). We then define as in
[21] the good set Gi consisting of all x ∈ B2(0) ∩ Rn+ ∩ {|ui| ≤ 1− b} such that∫

Br(x)∩Rn
+

|ξε̃i |+ (1− ν2n)ε̃i|∇ui|2 ≤ ηrn−1 for all r ∈ [4ε̃iL, 1].

By Besicovitch covering theorem and (6.4), we have

lim
i→∞

∥Ṽi∥(B2(0) ∩ Rn+ ∩ {|ui| ≤ 1− b} \Gi) = 0

and

lim
i→∞

Hn−1(T (B2(0) ∩ Rn+ ∩ {|ui| ≤ 1− b} \Gi)) = 0.

On the other hand, by (6.3) and Proposition 4.14, we obtain

lim
i→∞

dist(Gi, T ) = 0. (6.5)

Now, for any x ∈ B1(0) ∩ ∂Rn+ and |t| ≤ 1− b, we let

Y := T−1(x) ∩Gi ∩ {ui = t} and a := Lε̃i.

We would like to apply Proposition 6.2 to this Y for all sufficiently large i. Note
that ∥g̃i − gE∥ → 0 and λ̃i → 0 as i → ∞. By Proposition 6.1 and (6.5), all
assumptions in (i) of Proposition 6.2 are satisfied (except perhaps the cardinality
of Y ) for large i. Noting how the constants in Section 4 scale with respect to the
blow-up radii ri → 0 (especially Proposition 4.10 and 4.13), (ii) is also satisfied for
large i. Condition (iii) is essentially the definition of Gi, together with Proposition
4.15. Note that Y cannot contain more than N − 1 elements since otherwise we
will obtain by Proposition 6.1 and 6.2 that

N ≤ (N + 1)s+ (1 + s)(Θ0 + s)

which is a contradiction when s is sufficiently small (depending only on N). The
rest of the argument is the same as [21, Theorem 1] and we must have Θ0 = N−1 ∈
N. □
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